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Motivation

Starting Point: Independent encoding of image and text features, and then perform multimodal representation in limited 
downstream data makes the multimodal representation capability less general. This leads to insufficient understanding of 
the model for some fine-grained spatial and physical properties of images and text.

Core Solution: Decouples multimodal representation from limited downstream data to massive upstream data.
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Architecture Comparision

Previous: All previous methods (including One-stage and Transformer-based) use the paradigm of encoding the image 
and text modalities separately, then performing multi-modal fusion representation, and finally predicting the result through 
the Decoder.

SimVG: This paper proposes a simpler paradigm, which directly encodes the image and text through a Multi-Modality 
Encoder and additionally defines an object token to predict the box.
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Analysis

Setting: We analyze the relationship between the average sentence length and the relative improvement of SimVG 
compared to the SOTA model in five grounding datasets.

Conclusion: Decoupling multimodal representations to upstream can effectively improve the understanding of long and 
difficult texts. 
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SimVG Framework

Overall: BEiT-3 is introduced for feature extraction and integrated representation of Object, Visual, and Text. It is 
subsequently divided into a Transformer-based Decoder Branch (DB) and an lightweight MLP-based Token Branch 
(TB). We design a Dynamic Weight-Balance Distillation (DWBD), imparts DB abilities to the TB branch.。
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SimVG Framework

Text-guided Query Generation (TQG) :Textual word-level and sentence-level prior information is injected into the 
Object Query.

Dynamic Weight-Balance Distillation (DWBD) : the reliability of the teacher branch is adaptively understood through 
the IOU between DB and GT, and the weights for GT and the teacher branch are dynamically allocated for learning by 
the student branch.
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Experiments Analysis

Description: Both ViLT and BEiT-3 employ fused representation architectures for pre-training, whereas CLIP is a dual-
stream approach.

Analysis: The fused representation architecture alleviates the pressure of downstream fitting by decoupling MMR from 
upstream pre-training.

Conclusion: Decoupling multimodal representations from downstream to upstream not only effectively improves 
multimodal understanding capabilities but also significantly increases the efficiency of model training.
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Main Results

Our method consistently surpasses existing approaches and achieves SoTA performance on six grounding datasets while maintaining 
high inference speed.

Tab.1 Comparison with SoTA methods on REC task.
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Main Results

Our method consistently surpasses existing approaches and achieves SoTA performance on six grounding datasets while maintaining 
high inference speed.

Tab.2 Comparison with SoTA methods on GREC task
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Main Results

Our method consistently surpasses existing approaches and achieves SoTA performance on six grounding datasets while maintaining 
high inference speed. And less pre-training data is adopted.

Tab.3  Comparison with SoTA methods on REC task using pre-training data
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Qualitatity Results

In the MME, the attention mechanism primarily focuses on the foreground objects within the image, while the attention in 
the decoder concentrates on referring information related to the text describtion.
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Conclusion

We propose a simple Visual Grounding paradigm that migrates multimodal representations from downstream tasks to 
upstream pre-training, enhancing the comprehension capability of image-text content. Furthermore, we design a 
Dynamic Weight-Balance Distillation (DWBD) to bolster the performance of the lightweight MLP branch, achieving 
efficient inference while maintaining high performance. Ultimately, our method has achieved advanced results in six 
mainstream detection datasets.
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