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Long-context LLMs Inference Bottleneck

❑ Long Prefilling Latency, 30 minutes to process 1M tokens on an A100 for an 8B LLM.

❑ KV Cache Storage Issue, Storing 512K tokens requires 62GB of GPU memory in fp16.

O

*1.5 = 21.78 mins = 60+ A100 * 20s TTFT



Observation 1: Attention is Dynamically Sparse

Figure. The dynamic sparsity in attention. (a) How much 
attention scores can top-k (k=4096) columns cover in a 128k 
context. (b) Less attention scores are retrieved when 
reusing the top-k indices from another examples, indicating 
its dynamic nature. Visualizations are based on LLaMa-3-8B 
with a single A100.

Figure. (c) The dynamic sparsity of each layer and head in 
Llama-3-8B model in the KV retrieval test of 100k tokens. 
The blue curve shows that dynamically selecting top-1000 
critical tokens achieves an 89% average recovery ratio, 
indicating high attention sparsity. In contrast, the orange 
curve shows that statically using the initial top-1000 critical 
tokens drops the ratio to 71%.
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(c) Dynamically sparsity in decoding.(a) Attention is sparse. (b) Sparsity of attention is dynamic.



Observation 2: Attention Sparsity Exhibits Patterns

❑ After pretraining, attention exhibits various sparse patterns, including A-shape, 
Vertical-Slash, and block-sparse patterns.

❑ These sparse patterns are fixed for each head across different inputs.

❑ The specific sparse elements (e.g., column index, slash index) dynamically change 
depending on the context.
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MInference 1.0



How effective and efficient are MInference?



Minference 1.0: Accelerating Pre-filling for
Long-Context LLMs via Dynamic Sparse Attention

https://aka.ms/MInference MInference: Approximate and Calculate the Dynamic Sparse 
Attention of Long-context LLMs.

The main ideas involve dynamically calculating sparse attention in 

long-context LLMs, as shown in Fig(b), which significantly speeds up 

inference by up to 10x on an A100 while maintaining accuracy across 

different context windows in Fig(a). The motivation is as follows:

➢ Attention, especially in long-context scenarios, is sparse and dynamic.

➢ This dynamic sparsity presents spatial aggregation patterns that are 

fixed for all inputs.

Based on this, we propose MInference 1.0, which uses minimal overhead 

to approximate the dynamic sparse index and calculate the dynamic sparse 

attention using the optimal GPU kernels, thereby accelerating long-context 

LLM inference. You can find more details in the paper.
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