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➢Background&Motivation

⚫The limitations of Large-scale pre-trained model 

⚫Limited capacity of small student models

• The substantial storage demands and high computational complexity hinder the practical deployment of Large-

scale pre-trained models in real-world applications.

• Due to the lesser over-parameterization of small models compared to large ones, small student models’ 

generalization capability often falls short, resulting in suboptimal fine-tuning performance on downstream tasks. 

⚫Major concerns of over-parameterizing student models 

• The potential information loss caused by tensor decomposition should be minimized, as small computation errors 

may accumulate and propagate exponentially within the stacked layers of student models.

• There is no effective mechanism to ensure the consistency of information between student and teacher models in 

the over-parameterized student models.



➢Method

⚫ Aligning the auxiliary tensors:

⚫ Augmentation in parameter count :



➢Experiments

⚫ NLP Tasks ⚫ CV Tasks

⚫ Further Analysis

◆ OPDF can enhance the performance of the distillation model 

without increasing the inference latency .

◆ There are inherent limits to the benefits that can be achieved 

through over-parameterization in knowledge distillation 

models.

◆ Learning rate decrease as the over-parameterization scale 
increases.

◆ All components in our approach are effective.

◆ The performance of the model with OPDF consistently 
remains at least as high as that of the original method.
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For further details, feel free to get in touch with us.
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