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Large Vision-Language Models (LVLMs) have demonstrated remarkable capabili-
ties across a wide range of multimodal understanding tasks. Nevertheless, these 
models are susceptible to adversarial examples. 
l Previous challenges: In real-world applications, existing LVLM attackers 

generally rely on the detailed prior knowledge of the model to generate effective 
perturbations. Moreover, these attacks are task-specific, leading to significant 
costs for designing perturbation. 

l Our motivation: Motivated by the research gap and practical demands, in this 
paper, we make the first attempt to build a universal attacker against real-world 
LVLMs, focusing on two critical aspects: (i) restricting access to only the LVLM 
inputs and outputs. (ii) devising a universal adversarial patch, which is task-
agnostic and can deceive any LVLM-driven task when applied to various inputs.  

l Our method: We start by initializing the location and the pattern of the 
adversarial patch through random sampling, guided by the semantic distance 
between their output and the target label. Subsequently, we maintain a consistent 
patch location while refining the pattern to enhance semantic resemblance to the 
target. In particular, our approach incorporates a diverse set of LVLM task inputs 
as query samples to approximate the patch gradient, capitalizing on the 
importance of distinct inputs. In this way, the optimized patch is universally 
adversarial against different tasks and prompts, leveraging solely gradient 
estimates queried from the model. 

ABSTRACT

Motivation: Although the existing LVLM attackers demonstrate significant 
performance against LVLMs, we argue that they fail to consider the essential 
characteristics of attack practicality and universality among various realistic 
downstream multimodal tasks: (1) Existing white-, gray- and black-box methods 
severely rely on the prior model knowledge, making the attacks less practical since 
most real-world LVLM applications will not disclose their model details with users. 
Under such circumstances, the attackers can only query LVLMs to obtain 
corresponding output results, making it challenging to steer the adversarial per-
turbations in the correct optimization direction during the gradient estimation 
process. (2) LVLMs demonstrate impressive versatility in addressing diverse vision-
language tasks through varying prompts. However, the current attackers targeting 
LVLMs can only produce adversarial examples to deceive a particular task within a 
singular process. Consequently, to compromise different downstream tasks, they 
must generate distinct adversarial perturbations, which incur significant time and 
resource expenditure. Therefore, it is efficient and effective to design a universal 
perturbation for all samples across different tasks. Upon applying this universal 
perturbation to any input sample, regardless of the task, it has the capability to 
mislead the LVLM into predicting a target label specified by the attacker.

MOTIVATION

Overview: Overview of the proposed universal adversarial attack against real-world LVLM models. To make the perturbation universally adversarial to multiple LVLM 
downstream tasks, we design a special patch-wise perturbation pattern by first initializing it on a fixed location of various image inputs and then optimizing it against images of 
different tasks. To update the adversarial patch by solely querying the LVLM, we introduce a language-based judge model to evaluate the LVLM output and design a novel 
importance-aware gradient approximation strategy to adaptively estimate gradients and adjust weights on gradient directions for optimizing the perturbations on input samples.

METHODS

l Qualitative results 

RESULTS
CONCLUSIONS

In this paper, we propose to attack the real-world large vision-language models 
(LVLMs) in a practical but challenging setting, where the attacker can solely query 
the LVLM model. To make the perturbation universally adversarial to multiple 
LVLM-driven tasks, we design a universal adversarial patch with specific locations 
to perturb the visual inputs. By solely querying the model to estimate the gradient 
direction for optimizing the adversarial patch pattern, we develop a novel 
importance-aware gradient approximation strategy to adaptively estimate and adjust 
the weights on gradient directions for optimizing different samples. Experiments 
show the effectiveness of the proposed attack method.
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l Quantitative comparison 

l Ablation study
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