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Motivation
Under distribution shifts, models often fail to generalize.
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Motivation
Without labels, it is hard to predict models’ accuracy in OOD.
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Motivation
Recent studies [1,2] found simple empirical laws between ID and OOD.
- Models’ ID vs. OOD accuracy are strongly correlated, termed as accuracy-on-the-line (ACL) [1]. 
- Additionally, when ACL, their agreements are correlated showing nearly identical linearity (AGL) [2]. 

[1] Miller et al., Accuracy on the line: on the strong correlation between out-of-distribution and in-distribution generalization, ICML 2021 
[2] Baek et al., Agreement-on-the-line: Predicting the performance of neural networks under distribution shift, NeurIPS 20224
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Motivation
However, they often break in various distribution shifts.
- Linearity breakdown leads to unreliable prediction on OOD performances. 
- Any intervention to restore such linear trends?
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Motivation
However, they often break in various distribution shifts.
- Linearity breakdown leads to unreliable prediction on OOD performances. 
- Any intervention to restore such linear trends?
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🤔 Any interven*on for restoring linear trends? 
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Observation
Test-Time Adaptation (TTA) empirically leads to stronger ACL / AGL.
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Explanation
Why TTA leads to stronger linear trends?
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Explanation
Why TTA leads to stronger linear trends?
Theoretical Condition for Perfect ACL in Gaussian Toy Data 

Out-of-distribution  differs from in-distribution  by just some scaling constants , 
. 

[Theorem 1] Miller et al. (2021). 
Under the Gaussian data setup, across all linear classifiers , the profit-scaled 
accuracies over  and  observes perfect linear correlation with a bias of zero and a slope of .

Q P α, γ > 0
P(x |y) = 𝒩(y ⋅ μ; Σ), Q(x |y) = 𝒩(y ⋅ αμ; γ2Σ)

fθ : x ↦ sign(θ⊤x)
P Q α/γ
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Explanation
Why TTA leads to stronger linear trends?
Theoretical Condition for Perfect ACL in Gaussian Toy Data 

Out-of-distribution  differs from in-distribution  by just some scaling constants , 
. 

[Theorem 1] Miller et al. (2021). 
Under the Gaussian data setup, across all linear classifiers , the profit-scaled 
accuracies over  and  observes perfect linear correlation with a bias of zero and a slope of . 

After TTA, in penultimate layer feature space, ID vs. OOD distributions have same mean direction 
and covariance shape (i.e., satisfying Theorem 1). 

Q P α, γ > 0
P(x |y) = 𝒩(y ⋅ μ; Σ), Q(x |y) = 𝒩(y ⋅ αμ; γ2Σ)

fθ : x ↦ sign(θ⊤x)
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Explanation
Why TTA leads to stronger linear trends?
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Experiments
Strong linear trends lead to OOD accuracy estimation.
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Experiments
Strong linear trends lead to unsupervised model validation.
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Thank you
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