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l Fitting data to memorize the surficial pattern and thus 
are fragile to dynamic environment changes

l Larger models lead to lower efficiency

develop efficient architecture that can model 
critical relationship between instruction 
and control signals

Motivation



Previous works:
Ø Fitting data through an end-to-end model and thus 

are fragile to dynamic environment changes
Ø Sequentially execute each module at each timestep, 

which leads to model redundancy

PIVOT-R:
Ø Focus on the prediction of waypoints related to the 

manipulation task, and acquire the transferable 
knowledge

Ø Parallel execution of each module to have higher 
execution efficiency 

Comparison



��: Observation image at time step t
��: Observation image at time step t
�: User’s language instruction
��: Feature of Image
��: Frequency of the i-th module
��: Output of VLM
��: Waypoint at time step t
�: MSE

PIVOT-R consists of a waypoint-aware world 
model and a lightweight action prediction module.
Ø Waypoint-Aware World Model (WAWM).  

WAWM mainly includes a powerful VLM and 
a scene prediction module. VLM parses � to 
provide task-related waypoint prompts, which 
are used for guiding the scene prediction 
module to conduct critical waypoint 
prediction.

Ø Action Prediction Module. Receive sensors 
input and output of scene prediction module, 
and quickly output actions.

Overall Architecture



Success rate and speed comparison of different methods in four levels of tasks (%). PIVOT-R 
substantially achieved a significant improvement on all tasks. Specifically, PIVOT-R achieved an 
average success rate of 74.19%, 19.45% higher than the best baseline. Both the manipulation 
ability and the ability to understand instructions have been greatly improved. At the same time, 
the inference speed is not slowed down.

Results: Performance on Benchmark SeaWave



Performance comparison on seen scenarios, different backgrounds, changing lights, and
more distractors (%). We also perform experiments in different unseen scenarios, including 
unseen backgrounds, changing light intensity, and more distractions.  PIVOT-R still maintains 
a success rate far superior to other models, indicating that with the help of WAWM, the model 
captures key information and maintains good generalization in changing scenarios.

Results: Performance on Benchmark SeaWave



Performance of different methods on three real robot manipulation tasks (%). “Pick up”: pick 
up the correct object from the table. “Put on”: Pick up the object and place it on the correct 
color block. “Push to”: Push the object to the correct color block. PIVOT-R achieved the 
highest average success rate, with two tasks reaching best performance.

Results: Performance on Real-World



An example shows the execution process of PIVOT-R. It demonstrates the example of 
bringing milk close to yogurt. The task process can be divided into five actions. 
Through the instruction of primitive actions and the prediction of waypoints, the 
model successfully completes the task. 

Qualitative results on SeaWave



Pick the coffee and put 
on yellow block

Pick up the juice in the 
front row

Push coffee to pink 
block

Visualization on Real-World




