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Popular in few-shot learning

[Finn et al., ICML’17]
(MAML: Transductive BatchNorm)

[Dhillon et al., ICLR’20]
(Entropy Minimization)

[Ziko et al., ICML’20]
(Laplacian Regularization)

[Boudiaf et al., NeurIPS’20]
(Information Maximization)
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TransCLIP: Transductive inference for VLMs
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Implementation

Just a few lines of code, check our Github repository:
https://github.com/MaxZanella/transduction-for-vlms

Runs in few seconds on ImageNet!

*Unsupervised Prompt Learning (UPL) adapted for transduction
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Results in short

Works across various architectures and sizes!



Results in short
Can be used on top of zero-shot models AND few-shot methods!



Also in the main paper

• Convergence guarantee of the solving procedure
• Detailed results on various settings (TransCLIP-ZS)

• On top of zero-shot model
• On top of prompt learning and adapter few-shot methods
• Cross-dataset transferability
• Domain generalization on ImageNet and variants

• Extension for few-shot learning (TransCLIP-FS)
• Scaling to larger VLMs (up to 8 billion parameters)
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