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Introduction
Task-specific training Foundation model 



Question-1
How to locate different ROIs in a transformer-based (attention) system?
Brain gradient Positioning!

fMRI time series

Pearson correlation

Vos de Wael et al. Comm. Biol. (2020). 
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How to locate different ROIs in a transformer-based (attention) system?
Brain gradient Positioning!
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Question-2
Does direct reconstruction of masked fMRI input make sense?
Let’s go to JEPA!

Assran et al. CVPR 2023



Question-3
How to efficiently mask fMRI input?
Spatiotemporal Masking!

Patchify + Shuffle ROIs



Architecture
Brain-JEPA!



Main Results
- Internal tasks: prediction of demographics on UKB



Main Results
- External tasks: demographics and trait prediction on HCP-Aging, brain disease diagnosis and prognosis 
on ADNI and MACC



Analysis

Brain-JEPA demonstrates consistent performance scaling 
with model size across different tasks.

Brain-JEPA demonstrates superior linear probing 
capabilities compared to BrainLM.

Brain Gradient Positioning outperforms 
traditional positional embeddings.

Spatiotemporal Masking demonstrates faster convergence 
and better performance compared to multi-block sampling.



Analysis

Attention across different brain networks for NC/MCI classification.



Conclusion
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