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As a popular paradigm for juggling data privacy and collaborative training, 
federated learning (FL) is flourishing to distributively process the large scale of 
heterogeneous datasets on edged clients. From an optimization perspective, two 
mainstream frameworks have gained widespread applications.

Introduction

Federated Primal Methods Federated Primal-dual 

Methods

Basis mandatory aggregation constraints optimization

Sub-problems splitting natural operator splitting Lagrangian operator splitting

Advantages 1. easy to implement 1. support longer local 

training

2. fewer communications
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Federated ADMM (Primal-dual) Family

The consensus finite-sum minimization:

𝐦𝐢𝐧
𝜽,𝜽𝒊

𝟏

𝑪


𝒊∈[𝑪]

𝒇𝒊(𝜽𝒊) , 𝒔. 𝒕. 𝜽𝒊 = 𝜽 𝒇𝒐𝒓 ∀ 𝒊.

Augmented Lagrangian function:

𝑳 =
𝟏

𝑪


𝒊∈[𝑪]

𝒇𝒊 𝜽𝒊 + 𝝀𝒊, 𝜽𝒊 − 𝜽 +
𝝆

𝟐
‖𝜽𝒊 − 𝜽‖𝟐 .

Alternating multiplier optimization:         {θi→θ→λi→… …}
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When Primal Dual meets Partial Participation

Partial participation has led to the incompleteness of local problem solutions, 
and we have summarized the following three frameworks.

Average in [C]: average the parameters of all clients

Average in [P]: average the parameters of participated clients

FedPD FedADMM FedDyn

Global consensus Average in [C] Average in [P] Average in [P]

Global dual Average in [C] Average in [P] Average in [C]

Local primal [C] [P] [P]
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Instability in Federated Primal Dual Family

• significant biases caused by partial participation



NeurIPS 2021 Page 6

"Dual Drift"

• At round 𝑡, 𝜃𝑡+1 = 𝑎𝑟𝑔𝑚𝑖𝑛𝜃𝐿(𝜃
𝑡, 𝜆𝑖

𝑡) for 𝑖 ∈ 𝑃𝑡 . At round 

𝑡 + 1, when a client 𝑖 ∉ 𝑃𝜏 𝜏=𝑡0+1
𝑡 (𝑡0 ≪ 𝑡) is activated, the 

local sub-problem 𝐿(𝜃𝑡, 𝜆𝑖
𝑡0) will fall into a very unstable state 

due to the mismatch between the primal and dual variables.

t0

lagging dual variables

t t+1
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Our Method: virtual dual update

General updates via 

the true model θi

Virtual updates via 

the constructed θ
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Optimization and Generalization
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Experimental Results
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Ablation Study



Thank you!
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