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Multi-modality of the Dataset: t-SNE visualization 
Offline Reinforcement Learning

Figure 1. A t-SNE visualization of randomly selected 1000 states from Antmaze, Adroit and Kitchen domain. The color coding represents the return of 
the trajectory associated with each state.
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π* = arg max
π ∑

t
𝔼(st,at)∼ρπ [r (st, at) + αℋ (π ( ⋅ ∣ st))]

= arg min Jπ(ϕ) = 𝔼st∼𝒟 [𝔼at∼πϕ [α log (πϕ (at ∣ st)) − Qψ (st, st)]]
SAC[2]:
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Diffusion Policy
Task: Starting from 0, take two steps to seek a state with the highest reward.
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Diffusion Policy
Task: Starting from 0, take two steps to seek a state with the highest reward.
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Figure 3. Left: Reward function and training samples Center: Training progress comparison Right: Learned Q-values curve in state 0 Take-away: Only 
combined entorpy+diffusion+ensembles learn a better policy and accurate Q-values. [2]

[2] Zhang, R., Luo, Z., Sjölund, J., Schön, T. B., & Mattsson, P. (2024). Entropy-regularized diffusion policy with q-ensembles for offline reinforcement learning. Neurips 2024 
(Accepted). 
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