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Background

Fine-Tuning Vision-Language Models

• Vision-Language models such as CLIP have gained widespread adoption in various classification tasks.
• Despite its good zero-shot performance, fine-tuning becomes necessary when the data distribution of 

downstream tasks significantly deviates from the CLIP training source.

Training Source Foundation Model Noisy Datasets

Pre-training Fine-tuningA photo of television studio A photo of an airplane

A photo of a kangaroo A photo of roundabout

Noisy ImageNet Noisy MNIST

Noisy Stanford-Cars Noisy CUB-200

A photo of a cat A photo of the number ‘7’

A photo of a Honda accord A photo of California gull
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Background

Learning from Noisy labels:  the given label varies from true class

https://research.google/blog/understanding-deep-learning-on-controlled-noisy-labels/

W

The Model Fine-tuning Paradigms
• Full fine-tuning (FFT): modifies all model parameters.
• Parameter-efficient fine-tuning (PEFT): modifies a few extra parameters, such as LoRA and VPT.

What is the most effective paradigm for vision-language model adaptation with noisy data?

• Fine-tuning CLIP necessitates perfectly labeled 
datasets which may not be readily available in 
many real-world tasks.

• To mitigate the negative impact of noisy labels, 
researchers have proposed various approaches 
for learning with noisy labels.

• However, the exploration of this problem in the 
context of CLIP adaptation remains limited.

https://research.google/blog/understanding-deep-learning-on-controlled-noisy-labels/
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Initial Findings

We utilize three fine-tuning approaches to adapt 
CLIP on both noisy and clean datasets

• FFT: full fine-tuning for visual encoder and an additional 
linear head for classification

• VPT: visual prompt tuning for visual encoder and an 
additional linear head for classification

• VLPT: prompt tuning for both visual and textual encoder, 
with the learned textual prompts for classification

Initial Findings

a) PEFT benefits visual representation learning under 
massive noisy labels, i.e., figure (a), (c) and (d).

b) Textual classifier is more robust to noisy labels than 
linear classifier, i.e., figure (a).

c) FFT enhances visual recognition on clean datasets, i.e.,  
figure (b).
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The Proposed Approach

The Denoising Fine-tuning Framework (DeFT)
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The Denoising Fine-tuning Framework

The Proposed Approach

Phase1: Noisy Label Detection
• Previous methods only use the image modality for sample selection and relies heavily on either the estimated 

noise ratio or the threshold, can we utilize the multimodal information in CLIP to enhance noise detection?

• The robustness of parameter-efficient fine-tuning and textual classifier to label noise has been empirically 

demonstrated,  can we harness this property to better identify noisy samples?

Identifying Noisy Labels with Dual Prompts Optimization for Noisy Label Detector

(1) Design a class-specific pair of positive and negative
prompts for the textual encoder as 𝑝𝑟𝑜𝑚𝑝𝑡𝑘

+ and 𝑝𝑟𝑜𝑚𝑝𝑡𝑘
− :

𝑝𝑟𝑜𝑚𝑝𝑡𝑘
+ = [𝑉]1

+[𝑉]2
+[𝑉]3

+…[𝑉]𝑀
+ [𝐶𝐿𝑆]𝑘

𝑝𝑟𝑜𝑚𝑝𝑡𝑘
− = [𝑉]1

−[𝑉]2
−[𝑉]3

−…[𝑉]𝑀
− [𝐶𝐿𝑆]𝑘

(2) The negative prompt serves as a learnable sample-
dependent threshold to induce clean subsets 𝐷𝑐𝑙𝑒𝑎𝑛:

𝐷𝑐𝑙𝑒𝑎𝑛 = {(𝒙𝑖 , 𝑦𝑖)|sim 𝑰𝑖 , 𝑻𝑘
+ > 𝜑𝑖 , 𝑦𝑖 = 𝑘}

𝜑𝑖 = sim 𝑰𝑖 , 𝑻𝑘
−

(3) Formulating the clean probability of the i-th image:

𝑝𝑖𝑘
𝑐𝑙𝑒𝑎𝑛 =

exp(sim 𝑰𝑖 , 𝑻𝑘
+ /𝜏)

exp sim 𝑰𝑖 , 𝑻𝑘
+ /𝜏 + exp sim 𝑰𝑖 , 𝑻𝑘

− /𝜏

(4) Optimize the parameters of dual prompts in textual 
encoder and harness PEFT for the adaptation of visual encoder:

𝐿𝑑𝑝 =
1

𝑁


𝑖=1

𝑁

𝑙𝑛𝑙𝑙 𝒑𝑖
𝑐𝑙𝑒𝑎𝑛, ො𝑦 + 𝑙𝑛𝑙𝑙 1 − 𝒑𝑖

𝑐𝑙𝑒𝑎𝑛, ത𝑦

𝐿𝑠𝑖𝑚 = −
1

𝑁


𝑖=1

𝑁

log(
exp(sim 𝑰𝑖 , 𝑻𝑖

+ /𝜏)

σ𝑘=1
𝐾 exp(sim 𝑰𝑖 , 𝑻𝑘

+ /𝜏)
)

𝐿 = 𝐿𝑑𝑝 + 𝐿𝑠𝑖𝑚
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The Denoising Fine-tuning Framework

The Proposed Approach

Phase2: Model Adaptation
• Although the learned positive textual prompt can be readily employed for classification, its performance may 

be suboptimal on curated clean datasets, as demonstrated in our previous finding.

• With the selected clean samples after phase1,the second phase can be applied universally to a wide range of 

pre-trained models, regardless of their backbones. 

Model Adaptation using Clean Data

• Learn an additional linear head for classification 
in the model adaptation phase.

• Remove the PEFT modules in visual encoder and 
fully fine-tune the pre-trained model.

𝑙𝑐𝑒 = −log(
exp(𝑧𝑦)

σ𝑘=1
𝐾 exp(𝑧𝑘)

)
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Experiments

Performance for Noisy Label Detection Performance for Image Classification
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Experiments

Further Analyses

Necessity of Model Adaptation
• We conduct ablation studies and report the test 

accuracy across varying noise ratios for variants.
• Employing FFT for model adaptation is more 

effective in mitigating significant domain shifts.

DeFT for Various Pre-trained Models
• DEFT can seamlessly integrate with various pre-

trained visual backbones during the model 
adaptation phase.
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Conclusion

• Methods: we delve into a new landscape for learning with noisy labels, 
departing from the classic single-modal toward a multi-modal regime. 

• Versatility: DeFT is robust to various types of label noise, generalizable to many 
pre-trained models, and does not require the dynamics of training samples.

• Effectiveness: we investigate the effectiveness of DeFT on a wide range of 
synthetic and real-world datasets, showing its superior performance in both 
noisy label detection and image classification tasks.

• Future work: we hope our work will inspire future research toward multi-modal 
noisy label detection.
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