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Introduction

Conformal Prediction (CP) methods provide a theoretical guarantee for node classification 
tasks, ensuring that the conformal prediction set contains the ground-truth label with a 
desired probability (e.g., 95%). 

We summarize our contributions as follows: 
• Empirically explain that nodes with the same label play a critical role. 
• Propose a novel algorithm, namely SNAPS. 
• Theoretically show the marginal coverage properties and the validity. 
• Extensive experimental results demonstrate the effectiveness.
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Preliminary
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Motivation

Empirically show that nodes with the same label as the ego node may play a critical 
role in the non-conformity scores of the ego node. Specifically, using the scores of 
nodes with the same label to correct the scores of the ego node could reduce the 
average size of prediction sets.
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Framework
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Method
Feature similarity graph construction

Similarity-Navigated Adaptive Prediction Sets (SNAPS)
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Experiments (1)
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Experiments (2)

(a) APS: Size = 3.29

(b) SNAPS: Size = 1.29
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Experiments (3)
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Conclusion

• Propose a general algorithm, namely SNAPS.  
• Present theoretical analyses to certify the effectiveness of this method.  
• Extensive experiments demonstrate the effectiveness of SNAPS.  
• Extend SNAPS to image classification.

• Many classification tasks require inductive learning.  
• Graph construction based on feature similarity is both 

computationally inefficient and lacking accuracy.  
• Many heterophilous networks are prevalent in practice.

Limitations
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Thank you!


