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• Separate Attention

code

• Diffusion-based restoration models have gained success

• But sometimes, inaccurate results appear on hard cases 

• Similar to LLMs, we define it as the ‘hallucination ’ 
dilemma of diffusion restoration models

• Train a larger model for hard samples seems impractical

Training-free, only need to modify the inference!

Can be applied to multiple existing methods!

Advantages of ReFIR

Additional Resources

➢ Restoration in the Wild

➢ Restoration with Ideal Reference

➢ Reference Image Retrieval

• Our Idea: Inject ‘external knowledge’ from extra reference images!

1. Denoising Structure Reconstruction 

2. Detail Texture Restoration

We can divide the working mechanism of diffusion 
restoration models into two stages

The self-attention in the ControlNet  reconstructs a 
clear overall structure from the noised representation

The self-attention in the UNet decoder fills scene-specific 
textures based on the denoised structure map.

💡We can transfer high-quality, scene-specific textures from the 
reference images during the detail texture restoration stage!

• Second Stage: Use the retrieved images

• First Stage: Retrieve reference images

➢ Reference Image Retrieval

Simple solution: Use the Similarity matching of CLIP 
embedding to find the Top1 related images as the reference

• Spatial Adaptive Gating

• Distribution alignment
➢ Working Mechanism


