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A Motivation Example
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Task: clean the soapbar 
and put it in cabinet.

The soapbar is most 
likely in the toilet, but the 
agent first randomly 
searches the countertop 
and cabinet.

The agent wants to 
put the soapbar 
into the cabinet 
after closing the 
cabinet.
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Background
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blind trial-and-error static prior knowledge

hallucinated actions dynamic state knowledge

need

need
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Framework of WKM
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 We train a world knowledge model on the knowledge synthesized by the agent model itself 
from both expert and explored trajectories, providing prior task knowledge to guide global 
planning and dynamic state knowledge to assist local planning.
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Experiments: Main Results
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WKM performs well 
compared to various 
baselines on different 
models and datasets, 
outperforming GPT-4 on 
ALFWorld and WebShop
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Experiments: Ablations
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We analyze the effectiveness of task knowledge and state knowledge 
respectively.

Findings:
 The improvement through task knowledge is more pronounced than that through state knowledge.
 The impact of state knowledge is more significant on seen tasks compared to unseen tasks, while the influence 

of task knowledge is sustainable across seen and unseen tasks.
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Experiments: Analysis of average planning steps and hallucinated action rates

12

Average planning steps Hallucinated action rates

WKM can mitigate blind trial-and-error and reduce hallucinatory 
actions. And it can maintain stability or even reduce the ratio on 
unseen tasks.
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Experiments: Other Interesting Analysis
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Weak-guide-strong (Mistral-7B guide 
GPT-3.5/4)

Unified WKM

1) The knowledge generated by Mistral-7B can effectively guide 
the planning of GPT-3.5/4;
2) The unified parametric knowledge model jointly trained through 
multi-task performs better than single-task training.
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Discussion & Take Away

15

 1) Our primary intention behind designing the WKM is to compensate for the lack of world 
knowledge in the agent model. However, determining what a language model knows and 
doesn’t know has been an ongoing challenge that remains unresolved. 

 2) It is widely acknowledged that world knowledge extends beyond textual representations. 
While our world knowledge is currently limited to textual information, exploring multi-modal 
world knowledge models is indeed one of our important future tasks.

 3) Our world knowledge model cannot dynamically update with the changes of the world and 
feedback from the agent.

 4) Generating world knowledge can introduce additional inference overhead.
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Thanks for listening!
https://github.com/zjunlp/WKM


