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Number of arXiv Papers on “Reasoning with Large Language Models” over the past two years.

Sun et al. A Survey of Reasoning 
with Foundation Models. 2023.

Reasoning as the Longstanding Aim of AI
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• Natural language reasoning is a process of selecting and interpreting information
from given contexts, making connections, verifying, and finally drawing conclusions.

Sun et al. A Survey of Reasoning with Foundation Models. 2023.

Reasoning tasks span various domains and 
require broad knowledge.

Various reasoning tasks can be formalized as a 
step-by-step process of solving subtasks.

Wang et al. Exploring the Reasoning Abilities of 
MLLMS: A Comprehensive Survey on Emerging 
Trends in Multimodal Reasoning. ArXiv 2023.

What is Reasoning in the Context of LLMs?
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• I’ll call “Society of Mind” this scheme in which each mind is made of many smaller processes. These we‘ll call

agents. Each mental agent by itself can only do some simple thing that needs no mind or thought at all. Yet when

we join these agents … leads to true intelligence.

• The law of thought depends not only upon the properties of those brain cells, but also on how they are connected.

—— 《Society of Mind》，Marvin Minsky (1969 Turing Award Winner)
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Principles for Solving Complex Reasoning Tasks
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Towards Specific and General Approaches
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Desiderata for a qualifying agent

✓ Possess a robust reasoning logic to address a specific task

✓ Maintain an adaptive mechanism to adjust to specific environments

✓ Be amenable to human interventions through direct feedback

No existing agents fulfill all the required criteria due to their 

uncontrollable reasoning logic, static model capability, or sparse/missing feedback signals.



• Part I: Finite-State Machine (FSM)-based Reasoning Logic

• Structured Thinking.

• Skill Disentanglement. (cf. Part II)

• Intervenable Workflow. (cf. Part III)

• Part II: Warming-up open-source LLMs

• Reasoning steps (modules) of AMOR can be independently optimized with 

separate public datasets.

• Part III: Adaptation through process feedback

• AMOR can adapt to specific knowledge environments through process-based 

supervision to each of the reasoning steps (modules) from users.

Our recipe to building agents 



• Part I: Finite-State Machine (FSM)-based Reasoning Logic

• An FSM can be defined as a quadruple:

Our recipe to building agents 

How to define each atomic problem?

How to organize the atomic problems?

Using Specialized Modules

Using FSM

Driven by Expert Knowledge



• Part I: Finite-State Machine (FSM)-based Reasoning Logic
• Applying FSM-based Reasoning Logic on Retrieval-based QA:

Our recipe to building agents 

AMOR’s state transition diagram. Each box represents a state and the corresponding module that is executed when entering the state. There may be multiple categories 

of execution results distinguished by special branch tokens such as “[NEXT].” Then AMOR determines the next state based on the branch tokens.



• Part II: Warming-up open-source LLMs
• Data

Our recipe to building agents 

On the top left is a sample question from Musique, providing ample information for constructing training examples for four 

LLM modules of AMOR (bottom). We augment extra knowledge for the Judge and Answer module by invoking the 

SearchDoc and SearchPsg tools (top right). In each example, we use “||” to separate different examples for training.



• Part II: Warming-up open-source LLMs

• Model: Module-Aware Mixture-of-Experts (MA-MoE). When AMOR

executes a certain module, its module index will be provided to the 

routers of the model to indicate which expert should be activated.

• Training:

Our recipe to building agents 

Expert 3



• Part III: Adaptation through process feedback

Our recipe to building agents 



Empirical Evaluation of AMOR

Datasets for adaptation and evaluation. Avg. Len refers to the average length of 

passages in the corresponding knowledge base, counted by the GPT tokenizer. 



Empirical Evaluation of AMOR

• FSM-based reasoning logic outperforms prior frameworks by 30~40%

Experiment results when with two-stage fine-tuning



Empirical Evaluation of AMOR

• Process feedback is more effective than outcome feedback.

Experiment results when without fine-tuning



Case Study



Summary

Elaboration regarding the advantages and drawbacks 

when comparing AMOR with prior agents

The reasoning processes 

of AMOR and related works.



Future Work
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