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Single-Task Bandit

A stochastic bandit problem is characterized by an unknown
parameter θ with an action set A. Each action a ∈ A under the
bandit instance θ is associated with a reward distribution P(·|a, θ).

The reward mean of action a under θ is denoted as
r(a; θ) = EY∼P(·|a;θ)[Y ], and the optimal action under θ is denoted as
A∗ = argmaxa∈A r(a; θ). In the stochastic linear bandit setting, the
mean reward of action a ∈ A is r(a, θ) = a⊤θ.

In Bayesian bandit problem, we further assume that the task
parameter θ is independently and identically distributed (i.i.d.)
according to a task parameter distribution P(·|µ∗), which is
characterized by an unknown hyper-parameter µ∗.
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Single-Task Semi-Bandit

In this setting, the action set A = [K ] is a set of finite items.
A = {A ⊆ A : |A| ≤ L} is a family of subsets of A with up to L
items, where L ≤ K .

w ∈ RK is a weight vector. The weight of a set A ∈ A is defined as∑
a∈Aw(a). We assume that the weights w are drawn i.i.d. from a

distribution, and the mean weight is denoted as w̄=E[w].

We focus on the coherent case [1] which assumes that the agent
knows a feature matrix Φ ∈ RK×d , such that w̄ = Φθ, where θ is the
task parameter drawn from P(·|µ∗).

The reward of a subset A ∈ A under the bandit instance θ is defined
as r(A; θ) =

∑
a∈A(Φθ)(a) =

∑
a∈A⟨Φa, θ⟩, where Φa is the transpose

of the a-th row of matrix Φ. We further assume ∥Φa∥ ≤ B, ∀a ∈ A .

Improved Bayes Regret Bounds for Multi-Task Hierarchical Bayesian Bandit Algorithms (NeurIPS2024) Guan, Xiong



..

. . . . . .

. .

. .

Background
.
Algorithms

. . .
Bounds for Bandit Bounds for Semi-Bandit Experiments Conclusions References

Hierarchical Multi-Task Bayesian (Semi-)Bandit

In this setting, the agent interacts with m tasks sequentially or
concurrently. First, sample the hyper-parameter µ∗ from a hyper-prior
Q. Then, for each task s ∈ [m], sample the task parameter θs,∗
independently from distribution P(·|µ∗).

At round t ≥ 1, the agent interacts with a set of tasks St ⊆ [m],
takes a series of actions At = (As,t)s∈St , and receives a series of
rewards Yt = (Ys,t)s∈St . In the bandit setting, Ys,t ∼ P(·|As,t ; θs,∗) is
a stochastic reward obtained by taking action As,t in task s ∈ St ; in
the semi-bandit setting, Ys,t = {ŵs,t(a)}a∈As,t is a series of stochastic
rewards, where ŵs,t = w̄s + ηs,t , w̄s = Φθs,∗, and ηs,t is a
K -dimensional random noise.
The full hierarchical Bayesian bandit/semi-bandit model in the m-task
learning setting is exhibited as follow for any t ≥ 1, s ∈ St :

(1) µ∗ ∼ Q; (2) θs,∗|µ∗ ∼ P(·|µ∗), ∀s ∈ [m]; (3) Ys,t |As,t , θs,∗ ∼ P(·|As,t ; θs,∗).
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Multi-Task Bayes Regret

The goal of hierarchical Bayesian multi-task bandit/semi-bandit learning is
to interact with m tasks efficiently and minimize the following cumulative
multi-task Bayes regret:

BR(m, n) = E
[∑
t≥1

∑
s∈St

r(As,∗; θs,∗)− r(As,t ; θs,∗)
]
, (1)

where As,∗ = argmaxa∈A r(a; θs,∗) is the optimal action for task s ∈ [m] in
the bandit setting, and As,∗ ∈ argmaxA∈A r(A; θs,∗) is the optimal subset
for task s ∈ [m] in the semi-bandit setting.
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Sampling θs,t ∼ Ps,t(·|µt) is equivalent to θs,t ∼ P(θs,∗ = θ|Ht)

µ̂s,t and Σ̂s,t are the expectation and covariance of θs,∗ = θ|Ht .
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Near-Optimal Bayes Regret Bound for HierTS

The term md
√

nc1 log (1 + n/d) represents the regret bound for
solving m bandit tasks, whose parameters θs,∗ are drawn i.i.d. from
the prior distribution N (µ∗,Σ0). Under this assumption, no task
provides information for any other task, and hence this bound is linear
in m. Similar observation was also pointed out by [2, 3, 4].

The term d
√

mnc2 log
(
1+mtr(ΣqΣ

−1
0 )/d

)
represents the regret

bound for learning the hyper-parameter µ∗.
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Logarithmic Regret Bound for HierBayesUCB

If let δ = 1/(mn), ϵ = 1/(mn) and ∆min >> ϵ, the above sequential
regret bound is of O

(
log (mn)(md log ( nd ) + d log (md ))

)
.

We can obtain sharper bounds by setting δ, ϵ as different values. For
example, by setting δ = 1/n, our regret bound becomes
O([mnϵ+m] + log n

∆ϵ
min

m log n), which is of order O(m log2 n) if we set

ϵ = 1/(mn) and the gap ∆min >> ϵ is large.
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Bayes Regret Bounds for Semi-Bandit

HierTS obtains O(m
√
n log n) Bayes regret for semi-bandit.

HierBayesUCB obtains O(m log (mn) log n) Bayes regret in for
semi-bandit.
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Figure 1: Regrets of HierTS w.r.t. different hyper-parameters.

Improved Bayes Regret Bounds for Multi-Task Hierarchical Bayesian Bandit Algorithms (NeurIPS2024) Guan, Xiong



..

. . . . . .

. .

. .

Background
.
Algorithms

. . .
Bounds for Bandit Bounds for Semi-Bandit Experiments Conclusions References

0 2 4 6 8 10
Number of Tasks m

0

50

100

150

R
eg

re
t

Linear Bandit (d = 4, σq = 1.0, L=1)

n=100

n=200

n=300

n=400

(a) Regrets w.r.t. m

2 4 6 8 10
Number of Concurrent Tasks L

0

50

100

150

R
eg

re
t

Linear Bandit (m = 10, σq = 1.0)

d=8

d=4

d=2

(b) Regrets w.r.t. L

0 100 200 300 400
Round t

0

50

100

150

R
eg

re
t

Linear Bandit (d = 4, m = 10, L=5)

σq=5

σq=4

σq=3

σq=2

σq=1

(c) Regrets w.r.t. σq

0 100 200 300 400
Round t

0

100

200

300

R
eg

re
t

Linear Bandit (d = 4, m = 10, L=5)

σ0=0.5

σ0=0.4

σ0=0.3

σ0=0.2

σ0=0.1

(d) Regrets w.r.t. σ0

0 100 200 300 400
Round t

0

250

500

750

1000

R
eg

re
t

Linear Bandit (d = 4, m = 10, L=5)

σ=10

σ=7

σ=4

σ=1

σ=0.1

(e) Regrets w.r.t. σ

0 100 200 300 400
Round t

0

100

200

300

400

R
eg

re
t

Linear Bandit (d = 4, σq = 0.5)

OracleTS

TS

HierTS

HierBayesUCB

(f) Regrets of algorithms

Figure 2: Regrets of HierBayesUCB w.r.t. different hyper-parameters.
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Conclusions

Our theoretical contributions are four-fold:

In the case of infinite action set, we provide a tighter Bayes regret
bound O(m

√
n log n) for HierTS. This bound improves the latest

result by a factor of O(
√

log (mn)).

In the case of finite action set, we propose a novel HierBayesUCB
algorithm, and provide gap-dependent logarithmic Bayes regret bound
O(m log (mn) log n) for it.

We generalize the above regret bounds for linear bandit from
sequential setting to the more challenging concurrent setting.

We extend both HierTS and HierBayesUCB algorithms to the more
general multi-task combinatorial semi-bandit setting and derive
improved Bayes regret bounds.
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