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Background
● What is a reward model for LLMs?

● A model to assess the human preference for responses (generated by LLMs)

● What is human preference?
● Typically, it includes characteristics such as 

quality, helpfulness, safety…
● Sometimes it can be hard to explicitly define
● Pair-wise comparison can be used 

as human preference

Judging LLM-as-a-Judge with MT-Bench and Chatbot Arena, 2023 



Background
● Reward modeling is commonly adopted for LLM alignment, math reasoning …

● Useful for both training-time and inference-time optimization

● Several advancements on process reward model, fine-grained rewards…

Training language models to follow instructions with human feedback, 2022



Background
Basic ways for reward modeling
● Absolute score

● Predict the absolute labels 𝑅
𝐿 𝜓 = −𝐸 !,#,$ ∼&[log 𝑟'(𝑅|𝑥, 𝑦)]

Examples: math reward model, HELPSTEER

● Pair-wise Comparison
● Bradley-Terry model

Maximize the log-likelihood of 𝑝 𝑦( ≻ 𝑦) 𝑥 → maximize the relative reward gap
𝐿 𝜓 = −𝐸 !,#! ,#" ∼&[log 𝜎(𝑟' 𝑥, 𝑦( − 𝑟'(𝑥, 𝑦)))]

Examples: InstructGPT, ChatGPT, GPT4, Claude, Gemini …

● General preference model
𝐿 𝜓 = −𝐸 !,#! ,#" ∼&[log 𝑝' 𝑦( ≻ 𝑦) 𝑥 ]

Example: LLM-as-a-judge, generative classifier



Background
Challenges of reward modeling for LLMs
● Heterogenous and noisy data

● Human labeled data is inherently heterogenous
● Currently, many datasets are mixed with human and GPT labeled data
● Labelers can inadvertently give erroneous labels (~ 20%)



Background
Challenges of reward modeling for LLMs
● Generalization and Reliability

● Learning from these data inherently impacts the generalization to unseen preference data
● LLM generated distribution during training is different from the training distribution
● Overfitting certain patterns can be exploited by policy during training, e.g., length bias
● Overoptimization issue: policy improves the proxy reward but actually degrades the true 

reward function 

Scaling Laws for Reward Model Overoptimization, 2022



Generalizable Reward Modeling
● The goal of our work is to enhance the generalization of preference learning to unseen data and 

alleviate the overoptimization issue in RLHF

● Our basic idea is to regularize the reward model during preference learning
● In contrast, previous research regularizes the optimization during RL process
● How to perform such regularization?

● One idea is to leverage the pretrained feature
● Pretrained feature provides a good initialization for reward modeling that avoids 

overfitting and generalizes better when we have limited data

● Here we define OOD as different 𝑝 𝑥 , 𝑝 𝑦( , 𝑝(𝑦)), 𝑝(𝑦( ≻ 𝑦)|𝑥)

Regularizing Hidden States Enables Learning Generalizable Reward Model for LLMs, 2024



Generalizable Reward Modeling
● However, the frozen model underfits when the training dataset is larger 

● Can we keep the advantage of the learned feature while finetuning all parameters?
● Pretrained model are trained on diverse text-generation tasks
● Can we keep the text-generation ability of the hidden states during preference learning?

Regularizing Hidden States Enables Learning Generalizable Reward Model for LLMs, 2024

40K training data from 
UnifiedFeedback



Generalizable Reward Modeling
● Generally, reward model is finetuned from a language model with a randomly initialized reward head
● We keep the original language head to perform text-generation as a regularization
● How to define the text-generation term?

● Recall the DPO objective

● We can train the language head with the same data as reward modeling

Regularizing Hidden States Enables Learning Generalizable Reward Model for LLMs, 2024



Generalizable Reward Modeling
● The overall loss function

● We can have different forms of text-generation regularization

Regularizing Hidden States Enables Learning Generalizable Reward Model for LLMs, 2024



Generalizable Reward Modeling
● Other interpretation aspects

● DPO reg: use implicit reward learning as the regularization

● SFT reg: learn a reward model against an adversarial policy

● Try to avoid reward model with higher value in RL optimization (overoptimization)

Regularizing Hidden States Enables Learning Generalizable Reward Model for LLMs, 2024



Experiments 

● Evaluation on reward modeling benchmark and RLHF

● Train on UnifiedFeedback (400K and 40K), evaluate on 8K holdout set (ID)

● Evaluate on HHH-alignment, MT-bench (OOD)

● Training for 2 epochs with LoRA, 1 epoch for full-parameter



Evaluation on reward modeling
● ID and OOD evaluation:

● GRM significantly enhances the generalization capability of reward models
● Larger improvement on OOD tasks and smaller dataset
● Outperform other baselines (including ensemble)
● SFT regularization is the most stable one

Experiments 



Evaluation on reward modeling
● Achieve strong performance on RewardBench in July
● Best 8B BT RM at that time
● Best 2B RM

Experiments 



Evaluation on RLHF
● GRM Enhances the performance for RLHF (BoN and PPO)

● Less overoptimization

Experiments 

BoN

PPO



Evaluation on RLHF
● GRM Enhances the performance for RLHF

● Robust to noisy labels

Experiments 



Evaluation on RLHF
● Examples

Experiments 



Takeaways 

● Enhancing the reward modeling with text-generation regularization on hidden 
states

● The SFT regularization performs the most stable
● GRM can Improve OOD generalization and mitigating overoptimization in RLHF

Scalar reward
model

generative reward
modelGRM
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