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Motivation

Challenges
• Scarcity of labeled training samples.
• Diverse feature types: numerical & categorical.
• Prototype classification: high variance & multi-modal samples.

Motivations
• Diffusion models are remarkable generators. But can we 

leverage diffusion models to extract semantic representations 
for tackling few-shot learning in complex tabular data?



Diffusion Process

Image source: Ho J, Jain A, Abbeel P. Denoising diffusion probabilistic models[J]. Advances in neural 
information processing systems, 2020, 33: 6840-6851.



Our contributions

• We are the first to propose a specifically designed diffusion 
method to learn semantic knowledge for tabular data.

• We propose D2R2, which adapts well to mixture types of 
tabular data using diffusion models and random distance 
matching.

• We introduce a novel classifier with instance-wise iteration 
prototypes, which is able to construct highly accurate and stable 
prototypes.

• D2R2 outperforms baselines by a significant margin.



D2R2: Overall Framework

ℒD2R2(𝜙, 𝜃) = ℒrecon(𝜙, 𝜃) + 𝛼 ⋅ ℒrdm(𝜃)



Diffusion-based representation learning
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Random Distance Matching

ℒrdm(𝜃) = 𝐄𝐱!,𝐱!# ,)||𝑑(𝑧%(𝐱'), 𝑧%(𝐱'
* )) − 𝑑(𝑊𝐱',𝑊𝐱'* )||(

•Incorporate distance information for downstream classification tasks, 
which is missing from the diffusion representation learning.

•Handle mixed feature types through different projection distributions. 
𝑊𝐱!: = concat(𝑊num[𝐱!]num,𝑊cat[𝐱!]cat)



Instance-wise Prototype Iteration

•Initialize prototypes as the embedding of labeled instances.
•Run soft K-means iteration on instances.
•Predict the label by the nearest prototype.



Experiments & Results



Experiments & Results



Ablations



Visualization of learned embeddings

• The embeddings exhibit multimodal patterns. In the dna dataset, 
the red class is distributed in both the bottom right corner and the 
top left corner. 



Thanks! 


