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Our Framework: Empirical MDP Iteration (EMIT) 

• Reinforcement learning is typically based on the optimal Bellman equation in a sampled manner. 

• It suffers from estimation errors due to the combination of applying the max operator to out-of-sample actions
and bootstrapping from a function approximator.

• How about focusing on the currently available data?

Motivation 

• Constructs a sequence of empirical MDPs using data from the 
growing replay memory.

• Restrict the Bellman update to in-sample bootstrapping that uniquely 
solves each empirical MDP.

• Gradually expand from the empirical MDPs to the original MDP 
through new data collection.

An overview of our method.
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Markov Decision Process (MDP). ℳ= 𝒮,𝒜,𝑅,𝑃, 𝛾 .

Empirical MDP. )ℳ≔ ( ,𝒮, ,𝒜, -𝑅, -𝑃, 𝛾). Given a dataset 𝒟 from MDP ℳ, the empirical MDP has state space ,𝒮 = {s|s ∈ 𝒟}, and 
action space ,𝒜 = {a| s, a ∈ 𝒟}, with reward function )R s, a = R(s, a) if s, a ∈ 𝒟, and )R s, a = −∞ otherwise. -𝑃 𝑠H 𝑠, 𝑎 =
𝑁(𝑠, 𝑎, 𝑠H)/∑I!𝑁(𝑠, 𝑎, 𝑠H) is the empirical transition dynamics based on visit counts in 𝒟, and 𝛾 ∈ (0,1) is the discount factor.

Bellman Update.

𝑄 𝑠, 𝑎 ← 𝑟 +𝛾max
J!
𝑄(𝑠H, 𝑎H)                          (1)

In-Sample Bellman Update.

-𝑄 𝑠, 𝑎 ← 𝑟 +𝛾 max
J!: I!,J! ∈𝒟

-𝑄(𝑠H, 𝑎H)                 (2)

Eq.(2) bootstraps only from in-sample actions.

Preliminaries 
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Illustrative Example

Proposition 3.2. If the data coverage 𝒟 is incomplete, then the Bellman update Eq.(1) neither guarantees convergence to the optimal value 𝑄∗ for the original MDP ℳ nor to the optimal value 
P𝑄∗ for the empirical MDP Qℳ, even in the limit of infinite updates.

Proposition 3.3. The in-sample Bellman update Eq.(2) uniquely converges to the optimal value P𝑄∗ for the empirical MDP Qℳ in the limit of infinitely many updates. Furthermore, if the 
optimal trajectory for ℳ is included in Qℳ, then the greedy policy derived from P𝑄∗ is also optimal for ℳ following the optimal trajectory.

Proposition 3.4. Assume ℳ has deterministic transitions. If {𝒟#} are datasets collected from ℳ with 𝒟$ ⊂ 𝒟% ⊂ ⋯ ⊂ 𝒟& and corresponding empirical MDPs { Qℳ'}, then P𝑄$∗ ≤ P𝑄%∗ ≤ ⋯ ≤ P𝑄(∗ .

(a) Value errors compared with 𝑄∗ and &𝑄∗.                                                                          (b) Learned polices.

Analysis of EMIT
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Exploration to grow F𝓜

        Define the absolute difference between 𝑄 and -𝑄 at (𝑠, 𝑎):

𝛿 𝑠, 𝑎 = |𝑄 𝑠, 𝑎 − -𝑄(𝑠, 𝑎)|                           (5)

        For algorithms in discrete action spaces such as DQN [2]:

𝜋 = J
random	action, 𝑝 = 𝜖

argmaxJ 𝑄 𝑠, 𝑎 +𝛿 𝑠, 𝑎 , 	 𝑝 = 1− 𝜖          (6)

        For algorithms in continuous action spaces such as TD3 [3]:

𝑎 ← 𝜋 𝑠 + 𝜖, 𝜖 ∼ clip(𝒩(0, 𝛿 𝑠, 𝑎 ,−𝑐, 𝑐)           (7)
                The added noise is clipped as in TD3.

Regularization for stable learning

ℒ =𝑀𝑆𝐸 𝑄W, 𝑄XYZ[\X +𝛼𝑀𝑆𝐸(𝑄W, -𝑄)                                                             (4)
Here, 𝑄XYZ[\X = 𝑟+𝛾maxJ!

𝑄(𝑠H, 𝑎H) and 𝛼 is a parameter controlling the level of regularization.

Algorithm Instantiation with EMIT
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(a) Performance Enhancement of EMIT for DQN and TD3 (b) Overall Performance across Various Tasks

Experiments
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(a) Estimation error of 𝑄 after regularization. (b) The contribution of each component of EMIT. 

Experiments



• Unlike previous methods that solely focus on solving the entire original MDP, we propose an Empirical MDP 
Iteration (EMIT) framework that uniquely solves each empirical MDP and incrementally approaches the original 
MDP through new data collection.

 
• Instantiate EMIT with DQN and TD3, and conduct extensive experiments on Atari and MuJoCo tasks. 

Demonstrate strong performance enhancements for both methods. 

• Design a learning process that is directly based on in-sample Bellman update and also take the 
exploration mechanism into consideration.

Future work

Conclusions 
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