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Summary of highlights

(1)  A theoretical investigation into generalization ability of Mamba models, revealing that input-dependent matrices 

in Mamba accumulate domain-specific features during the recurrent process, thus hindering model’s generalizability.

(2)  A novel SSM-based architecture with saliency-driven token-aware transformation as a competitive alternative to 

CNNs and ViTs for DG, which performs excellent generalization ability with efficient linear complexity.

(3)  For saliency-driven token-aware transformation, we explore two variants to identify and perturb salient tokens in 

feature sequences, effectively reducing domain-specific information within the input-dependent matrices of Mamba. 
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Backgrounds

Domain Generalization (DG)

Problems of existing DG studies

• Existing CNN-based DG works inevitably tend to learn local texture information due to limited 

receptive fields of local convolutions, leading to overfitting to source domains.

• Recent works have introduced ViTs as the backbone for DG, utilizing global receptive field of self-

attention to mitigate local texture bias, but suffer from high complexity that increases quadratically with 

input length.

• Learn a model from source domains that performs well on arbitrary unseen target domains without re-

training. 



Motivation

• Represented by Mamba, the advanced state space models (SSMs) have achieved remarkable 

performance on various supervised learning tasks. 

Whether the Mamba model can achieve excellent performance for DG tasks?

State Space Models (SSMs)

• SSMs rely on input-dependent matrixes to selectively models token dependencies in input sequences in a 

compressed state space, which achieve linear complexity in sequence length. 

• Few existing works have analyzed the generalization ability of Mamba under domain shift. 



Motivation

• Empirical evidence reveals that  the key input-dependent matrixes in Mamba could accumulate and 

amplify domain-specific features during training, which exacerbates overfitting issue of the model to 

source domains. 

Whether the Mamba model can achieve excellent performance for DG tasks?



Theoretically Analysis

We theoretically explore the generalization error bound of Mamba, proving that perturbing the domain-

specific features within the input-dependent matrices of Mamba can effectively diminish the upper bound of 

the model’s generalization risk.



Methodology

Based on the theoretically analysis, we propose a novel Saliency-driven Token-AwaRe Transformation 

paradigm (START in short), which aims to explicitly suppress domain-related features within the input-

dependent matrixes. 



Methodology

• START incorporates a saliency-driven token selection scheme to perturb the prominent regions of 

input-dependent matrices. 

• We propose two variants to identify and perturb tokens within salient regions, including START-M that 

determines saliency using input-dependent matrices, and START-X computing saliency based on input 

sequences.

START-M: based on input-dependent matrices START-X: based on input sequences

Diversify Style Information:

Augment Saliency Tokens:



Experiments

START achieves SOTA performances on various DG datasets.



Experiments

START outperforms previous augmentation methods. START can effectively reduce 

domain gaps in input-dependent matrices.

Ablation studies of each components on multiple datasets.



START introduces no additional inference time, has significantly fewer FLOPs 

but higher performance than CNNs.

Experiments



Conclusion

➢ In this paper, we conduct a theoretical investigation into the generalization ability of the Mamba 

model, revealing that the input-dependent matrices in Mamba can accumulate domain-specific 

features during the recurrent process, thus hindering the model’s generalizability.

➢Based on theoretical analysis, we propose a novel SSM-based architecture with saliency-driven 

token-aware transformation as a competitive alternative to CNNs and ViTs for DG, which performs 

excellent generalization ability with efficient linear complexity.

➢For saliency-driven token-aware transformation, we explore two variants to identify and perturb 

salient tokens in feature sequences, effectively reducing domain-specific information within the 

input-dependent matrices of Mamba. Paper Code 
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