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Introduction

Deep learning has driven important progress!

Image classification Autonomous driving Games

Continue ……



Limitations of deep learning models

Introduction (con’t)

• Deep learning models often rely on large training datasets.

• Real-world data often exhibits a long-tailed distribution.

• Humans can learn from one or few examples, thanks to their rich prior knowledge.



➢ Pre-training for Object Detection

➢ Long-tailed Object Detection

➢ Simplicity Bias

Method Backbone Neck Head

Supervised Backbone √ × ×

MoCo, SwAV, BYOL √ × ×

DenseCL, DetCo, DetCon √ × ×

PixPro, SoCo √ √ ×

UP-DETR, DETReg, AlignDet √ √ √

Introduction (con’t)



➢ Pre-training for Object Detection

➢ Long-tailed Object Detection

➢ Simplicity Bias

Introduction (con’t)

[L. Yang et al., International Journal of Computer Vision 2022]



➢ Pre-training for Object Detection

➢ Long-tailed Object Detection

➢ Simplicity Bias

An often-overlooked but 

crucial challenge in long-

tailed object detection is 

simplicity bias.

Introduction (con’t)



Overall framework of 2DRCL: 

Our 2DRCL framework integrates 

three key components: Holistic-

Local Contrastive Learning, 

Dynamic Rebalancing, and Dual 

Reconstruction. 

Our 2DRCL



Holistic Contrastive Learning

ℒ𝐻𝐶𝐿 = −log
exp 𝑧 ⋅ 𝑧+/𝜏

exp 𝑧 ⋅ 𝑧+/𝜏 + ∑𝑖=1
𝐾 exp 𝑧 ⋅ 𝑧𝑖/𝜏

Local Contrastive Learning

ℒ𝐿𝐶𝐿 = −log
exp 𝑧𝑏𝑏 ⋅ 𝑧𝑏𝑏+/𝜏

exp 𝑧𝑏𝑏 ⋅ 𝑧𝑏𝑏+/𝜏 + ∑𝑖=1
𝐾 exp 𝑧𝑏𝑏 ⋅ 𝑧𝑏𝑏𝑖/𝜏

Our 2DRCL (con’t) Holistic-Local Contrastive Learning



Dynamic RebalancingOur 2DRCL (con’t)

𝑓𝑐 =
𝑓𝑐
𝑖𝑚 ⋅ 𝑓𝑐

𝑖𝑛

𝛼𝑑𝑓𝑐
𝑖𝑚 + 1 − 𝛼𝑑 𝑓𝑐

𝑖𝑛

𝛼𝑑 =
𝑇

𝑇𝑚𝑎𝑥

𝑟𝑐 = max 1, Τ𝑡 𝑓𝑐



Dual Reconstruction

Appearance Reconstruction

ℒ𝐴𝑅 =∥ 𝑥 − 𝑔(𝑓(𝑥)) ∥2
2

Our 2DRCL (con’t)



Appearance Reconstruction

ℒ𝐴𝑅 =∥ 𝑥 − 𝑔(𝑓(𝑥)) ∥2
2

Semantic Reconstruction

ℒ𝑆𝑅 = ∑𝑝=1
𝑃 ∥ 𝑓(𝑥) − 𝑓(ℳ(𝑔(𝑓(𝑥)))) ∥2

2

Our 2DRCL (con’t) Dual Reconstruction



Experiments

Main results comparisons (COCO)



Experiments (con’t)

Main results comparisons (LVIS v1.0)



Experiments (con’t)

Simplicity Bias Analyses



T h a n k s  a l l !
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