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Exposure correction is a challenging ill-posed problem:

Motivation

distinct optimization flows
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multiple sub-optimal results
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current methods struggle to decompose illumination and reflectance

require strong models with good performance and high efficiency 



Proposed Method

we propose ECMamba for 
exposure correction task

ECMamba Framework

two-branch retinex-guided 
framwork

restore the reflectance and illumination, respectively



Proposed Method

Retinex-SS2D Layer

powerful modeling capability 
and high efficiency

and                     are designed 
based on Mamba 

To make Mamba better 
process vision data, especially 
under-/over-exposed images,

a new SS2D layer 
guided by the retinex 
information

a feature-aware scanning strategy based 
on deformable feature aggregation



Observations within ECMamba

From Input

 better color preservation and detail 
recovery, closer distance from NE Image 



Experiment Results
Results on ME and SICE  Datasets 

Results on LOL-series Datasets 

     Input          FECNet    LLFlow-SKF   ECMamba          GT

     Input           FECNet          LACT        ECMamba          GT

Qualitative Results 



More details can be found on Github. 
Thank you for watching!

https://github.com/LowlevelAI/ECMamba


