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NO LLMs involved!

Unified data and task tokenization
• Data tokenization: Diverse time series data à Unified Sequence Tokens.
• Task tokenization: Diverse task specifications à Unified Task Tokens.
• Prompt Tokens: Context tokens as prompts for datasets and tasks. 

UniTS: A Unified Multi-Task Time Series Model

Diverse time series domains and tasks

• There is a growing need for versatile time series models that can 
accommodate data from diverse domains, such as healthcare, weather, 
and engineering, while supporting a wide range of tasks, such as 
forecasting, classification, imputation, and anomaly detection.

• Developing multi-task time series models that unify predictive and 
generative tasks within a single framework remains an open challenge.

UniTS unifies predictive and generative tasks 
across domains in a single model

UniTS excels in multi-task learning, few-shot learning, prompt learning, direct new-length forecasting, and 
single-task learning
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Time series originate from a wide range of domains.

Time series analysis requires various tasks.

UniTS: Unified tokenization, architecture, and 
self-supervised pre-training

Unified architecture
• Multi-domain data adaptation.
• Agnostic to the number of variables and tasks.  

Unified self-supervised pre-training (Dual mask reconstruction modeling)
• Prompt token + GEN token → UniTS → Sequence token.
• Prompt token + CLS token + GEN token → UniTS → Sequence token.   

UniTS achieves the best performance in multi-task learning 
across 20 forecasting tasks and 18 classification tasks.

UNITS-SUP UNITS-PMT ITRANS. TIMESNET PATCHTST

shared ✓ ✗ ✗ ✗ ✗
Average results on 20 forecasting tasks 

MSE/MSE .439/.381 .453/.376 .466/.394 .525/.412 .488/.401

Best 16/20 3/20 0/20 1/20

Average results on 18 classification tasks 

Acc. 81.6 81.2 80.3 80.9 78.1
Best 10/18 0/18 4/18 3/18

✗ Data-specific head.
✗ Task-specific head.
✗ Separate models.

✓ Unified input for all data. 
✓ Unified output for all tasks. 
✓ One shared model.
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Time series originate from a wide range of domains.

Time series analysis requires various tasks.

Training code Model weights

Exploring contextual 
relationships among datasets

UMAP projection of prompt tokens
Clusters within each dataset highlight 
contextual dataset-dependent features, 
while clusters across datasets capture 
task features shared across datasets.

• Prevailing time series models are task-specific, with unique architectures 
designed and trained for every new task and dataset.

• UniTS is a multi-task time series model that uses task tokenization to
unify predictive and generative tasks into a single framework.

Prompt tokens across datasets
Cross-domain datasets can share similar 
prompt tokens, suggesting that UniTS
representations generalize across time 
series domains.

Prompt based on SSL pre-trained UniTS (UniTS-PMT) achieves comparable performance to supervised UniTS (UniTS-SUP).

Multi-task few-shot learning on 6 classification 
tasks, 9 forecasting tasks, 6 datasets imputation 
tasks, and 5 anomaly detection tasks.

UNITS-SUP UNITS-PMT ITRANS.

Forecasting 
(MSE)

0.481 0.494 0.510

Classification 
(Acc)

65.2 63.6 59.9

Imputation 
(MSE)

0.163 0.165 0.186

Anomaly det. 
(F1)

86.3 82.3 83.1

Tested on over 38 datasets, UniTS demonstrates better performance than 12 forecasting models, 20 classification models, 18 anomaly detection models, and 16 imputation 
models, including adapted text-based LLMs. (Refer to the paper for detailed results.)

New ability: Direct multi-step forecasting on new lengths

• Multi-task time series model

• Unified predictive & generative tasks

• Unified tokenization & model design
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Time series data comes from diverse domain.

• Time series data varies in domains, duration, and the number of 

variables.
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• Time series data encompasses a variety of applications, including 

both generative and predictive tasks.

Generative and predictive tasks in time series.

Anomaly detectionImputation

ClassificationForecasting

Generative tasks Predictive tasks



Existing task-specific time series models.

• Current time series models are designed for a single data domain 

and specific task, limiting adaptability to new applications.

✗ Data-specific head.

✗ Task-specific head.

✗ Separate models.



UniTS: A unified multi-task time series model.

• UniTS is a unified multi-task time series model for predictive and 

generative tasks.

✓ Unified input for all data. ✓ Unified output for all tasks. ✓ One shared model.



How can UniTS achieve cross-task/data unification?

Unified data and task tokenization

Unified network architecture

Unified self-supervised pre-training



Prompting UNITS with unified data/task tokenization.

• Data tokenization: Diverse time series data-> Unified Sequence Tokens.

• Task tokenization: Various task specifications-> Unified Task Tokens.

• Prompt Tokens: Context tokens as prompts for datasets and tasks. 

UniTS use unified tokens to unify different task types and data.



Unified network architecture.

UniTS blocks: handle multi-domain data with varying dynamics and the number of variables.

GEN/CLS Tower: transform task tokens into generation and prediction results.



Unified mask reconstruction SSL pre-training.

• Learning both generative and recognition representation.

Left side: Prompt token + Masked seq. tokens -> masked token prediction
Right side: CLS token + Masked seq. tokens -> masked token prediction



UniTS achieves multi-task learning with one model.

UniTS (supervised/Prompt)

Forecasting

Best count 16/20 (MSE).  14/20 (MAE). 
Best Average score

Classification

Best count 10/18 (Acc). 
Best Average score

UniTS with fully shared 

model outperforms baseline 

models that utilize separate 

input/output heads.



SSL UniTS + Prompting achieve strong performance.

UniTS (supervised/Prompt)

Forecasting

Best count 17/20 (MSE).  14/20 (MAE). 
Best Average score

Classification

Best count 10/18 (Acc). 
Best Average score

Prompting the SSL pretrained 

model has the comparable 

performance to supervised 

learning!



UniTS achieves few-shot learning on new tasks/data.

Forecasting & Classification

Anomaly detectionImputation

Direct multi-step forecasting on new lengths



• Code: 

• https://github.com/mims-harvard/UniTS

Thank you!

https://github.com/mims-harvard/UniTS
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