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End-to-end VLM training with RL
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RL4VLM: leveraging the domain information via CoT reasoning

● Each state contains a visual and textual input
● Parse text outputs into executable actions

➔ In context learning for domain knowledge
➔ CoT reasoning in output text

Visual observations 
and text as RL states

Interact with envs 
through text Standard RL training



RL4VLM: an example of in context prompt and CoT output
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RL4VLM: improving decision making capabilities of generative agents

● Our method enables 7b models to surpass the performance of
○ Commercial models: GPT4-V, Gemini
○ Supervised learning based method (llava-7b-1.6)
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RL4VLM: the importance of CoT reasoning

● CoT reasoning enables efficient RL 
training by exploiting domain knowledge

CoT reasoning
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● Fail to improve performance when
○ Backbone model is not strong enough
○ Task is too hard


