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 Depth refinement aims to infer high-resolution depth with fine-grained edges 
and details, refining low-resolution results of depth estimation models.
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• The prevailing methods adopt tile-based manners by merging numerous patches, 
which lacks efficiency and produces inconsistency. 

• Besides, prior arts suffer from fuzzy depth boundaries and limited generalizability.
• Most of prior arts are trained only on synthetic datasets.
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 Analyzing the fundamental reasons for these limitations, we model depth refinement 
as a noisy Poisson fusion problem with local inconsistency and edge deformation noises.

• Predictions of 𝑑𝑑 are noisy and low-noise gradient domain optimization objectives ∇𝐷𝐷∗ are not available in 
realistic datasets. This is the key to previous methods limited by synthetic data.

• Qualitatively and quantitatively, it is demonstrated that the combination of two types of noise can characterize 
the overall degradation. A coarse-to-fine framework suppresses both types of noise in the predicted results.
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Overview of Self-Distilled Depth Refinement

1) Refinement network 𝑟𝑟 produces initial refined depth 𝐷𝐷0, edge representation 𝐺𝐺0, and learnable regional soft mask 𝛺𝛺.
2) The final depth edge representation 𝐺𝐺𝑆𝑆 is updated from coarse to fine as pseudo-labels.
3) Edge-guided gradient loss and edge-based fusion loss supervises 𝑟𝑟 to achieve consistent structures and fine-grained edges.
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Overview of Self-Distilled Depth Refinement

1) Robustness: Self-distilling framework generates 
plausible gradient pseudo-labeling in natural 
scenarios and can be trained across datasets to 
improve robustness

2) Efficiency: There is a coarse-to-fine generation 
process that can be used both for training to 
generate pseudo-labels and for two-stage 
reasoning, significantly improving efficiency. 

3) Accuracy: Accurate pseudo-labeling makes the 
model after convergence from self-distillation 
training already have good accuracy for one-stage 
inference and even better accuracy for two-stage 
inference.
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Quantitative Comparison
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Qualitative Comparison
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Ablation Studies
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Thanks for watching! 
Paper, code, and videos are available:
https://github.com/lijia7/SDDR
Feel free to contact 
lijiaqi.work@outlook.com

https://github.com/lijia7/SDDR
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