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• CLIP aligns global image and text embeddings.
• Due to the weak supervision for visual dense features, CLIP performs poorly on dense predic@on tasks 

1.  CLIP[1] and its drawback

2.  Two existing strategies for fine-grained alignment enhancement
• Matching image regions with template labels using large quan@@es of grounding annota@ons. [2,3]

- Weakness: the pre-defined template labels lack sufficient seman7c diversity. 

Reference:
[1] Learning transferable visual models from natural language supervision.
[2] RegionCLIP: Region-based language-image pretraining.
[3] Grounded language-image pre-training.
[4] CLIPSelf: Vision transformer distills itself for open-vocabulary dense prediction. 

• Global-to-region dis@lla@on with a frozen teacher. [4]

- Weakness: the frozen teacher model restricts the performance ceiling of the student model.

• Both disrupt visual-seman7c consistency.



FineCLIP
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FineCLIP incorporates THREE training components:

1.    Global Contras7ve – preserve global visual-seman@c consistency & learn coarse knowledge from image-text pairs 

2.    Regional Contrastive – construct region-text alignment & learn fine-grained knowledge from region-text pairs

3.    Real-7me Self-dis7lla7on – interact the knowledge between region embeddings and pooled region features independently

Advantages of FineCLIP

• Diverse Seman@cs.

• No need for teacher,
the model teach itself.

• Realize both global and 
regional visual-seman@c 
alignments.



In-domain Validation
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1.  Ablation Study

In-domain Se6ng:

• Train on COCO Train2017 split; Validate on COCO val2017 

split[1]

• Model size: ViT-B/16; Input resolu@on: 224x224

• Region proposals are provided by COCO dataset

• Region cap@ons are generated by BLIP-2 [2]

2. Comparisons with Competing Methods 

Ablation Results:

Reference:
[1] Microsoft coco: Common objects in context. 
[2] Blip-2: Bootstrapping language- image pre-training with frozen image encoders and large language models. 



Out-domain Evaluation on Scaled Trainset 
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1.  Data Preparation based on CC3M [1]

• Image Filtering: we retain 2.5 million high-resolu@on images, referred to “CC2.5M”

• Region Proposal:  we u@lize YOLOv9 [2] to detect objects, which yields 10.4 million high-quality regions

• Region Annota>on: we employ BLIP-2 [3] to annotate region proposals.

2.  Out-domain Comparisons (Train on CC2.5M, Test on COCO)

FineCLIP presents 
promising scalability

Reference:
[1] Conceptual captions: A cleaned, hypernymed, image 
alt-text dataset for automatic image captioning. 
[2] Yolov9: Learning what you want to learn using 
programmable gradient information. 
[3] Blip-2: Bootstrapping language- image pre-training 
with frozen image encoders and large language models.



Out-domain Evaluation on Scaled Trainset 
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3.  Visualization of attention maps of FineCLIP by GAE[1]

Reference:
[1] Generic attention-model explainability for interpreting bi-modal and encoder-decoder transformers. 



Downstream Application
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(Please refer to the original paper for detailed Settings)

1. Application to Fine-grained Localization 

• Open-vocabulary Object Detec>on • Open-vocabulary Seman>c Segmenta>on



Downstream Application
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(Please refer to the original paper for detailed Settings)

2. Application to Image-level Task

• Zero-shot image-text retrieval



Conclusion
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• We present FineCLIP, which combines multi-grained contrastive learning paradigm and the 
real-time self-distillation scheme to achieve better fine-grained understanding. 

• We develop an automated region-text data generation pipeline utilizing advanced LVLMs, 
and demonstrate its effectiveness in providing valuable fine-grained semantics. 

• Extensive experiments on dense prediction and image-level benchmarks show that our 
FineCLIP outperforms previous arts in most scenes and exhibits promising scalability. 


