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In the task of emotional classification, misclassifying a certain emotion into one class m
ay be more severe than another, e.g., misclassifying ‘excitement’ as ‘anger’ apparently i
s more severe than as ‘awe’. 

Previous scholars[1] provide a definition between emotional labels based on Mikel’s whe
el, However, this definition of emotion distance neglects the emotional polarity, e.g., the 
distance between ‘fear’ and ‘excitement’ being the same as the distance between ‘fear’ a
nd ‘sadness’. We thus define the emotional distance as follows: 

2.1 Definition of Emotional Distance 

2.2 Emotion Confusion Confidence (ECC)
ACC can be re-formulated as the product of the confusion matrix and a modulation facto
r 𝑀!,# as: 

we rely on the reciprocal of the emotional distance 𝑊!,# defined in Eq. 1 to replace the 
modulation factor 𝑀!,# in Eq. 2 for the misclassified samples to obtain ECC in Eq. 3. 

3.Experiment
3.1  Adjustment of Confidence Threshold

The ListMLE[2] loss function is designed to constrain the final prediction probability 
of the sample to conform to a given rank arrangement. To prove that model with 
higher ECC or EMC is better for pesudo labeling, we train the same network with 
different loss functions: cross-entropy loss and the combined loss:
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In order to only consider the cases of misclassifica
tion, one can extract the second term that excludes 
ACC from Eq. 3 as an indicator for evaluating mis
classification. 

2.3 Emotional Misclassification Confidence (EMC) 

(4)

we treat the pseudo-labels generated from weakly augmented unlabeled samples as the 
ground truth, and use the predicted labels from strongly augmented samples as the mo
del’s predictions to calculate EMC. If EMC is high, we can lower the confidence thres
hold, allowing more pseudo-labeled samples to participate in the training process. We 
can realize the above confidence adjustment mechanism by simply setting:
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3.5  User study

3.2  Adjustment of Confidence Threshold
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The Model using combined loss have lower ACC, but the pseudo-labels become closer t
o the ground truth. In such cases, these pseudo labels can still have a positive impact on 
the training process and thereby improve the model’s accuracy.

3.3  Compare with ACC2
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3.4 Validity of Emotional Distance Definitions 

3.6  Combined Loss analysis
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