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Background
Safe Region: 𝒞 = {𝑥: ℎ 𝑥 ≥ 0} ⊆ 𝒳
Positive invariance: 𝑥 𝑡 ∈ 𝒞 ⊆ 𝒳 for 
all 𝑡 ≥ 0, if 𝑥 0 ∈ 𝒞.
Safety: positive invariance of a given 
safety region 𝒞. 

Given a system (1), synthesize a ReLU NCBF 𝑏! 𝑥 s.t.
• Feasible: for all 𝑥 ∈ 𝒟, there exist 𝑢 satisfying (2)
• Correct: 𝒟 ⊆ 𝒞 (safe region)
Challenge 1: Scalability for high-dimensional systems and deep NNs. 
Challenge 2: Synthesize NCBFs satisfying conditions
• Loss may not converge to zero
• Hard to obtain a formal verification
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5685-5705.
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[3] Gao, Sicun, Soonho Kong, and Edmund M. Clarke. "dReal: An SMT solver 
for nonlinear theories over the reals." International conference on automated 
deduction. Berlin, Heidelberg: Springer Berlin Heidelberg, 2013.

Synthesis with Efficient Exact Verification (SEEV)

How to compute the 𝜕𝑏/𝜕𝑥 efficiently? 
• Derivative of a NCBF can be characterized by activation sets 𝐒. (Enumerate 𝐒)
• Derivative of a NCBF in one activation set 𝐒 is linear. (Linear Program)

Experiments
We consider the Darboux, Obstacle Avoidance (OA), hi-ord" and Spacecraft 
Rendezvous (SR) problems and compared our approach with SMT-based 
verifiers. 

Table2: Comparison of verification run-time of NCBF in seconds. 

SEEV outperforms the LiRPA-based method 
proposed in the baseline [23]

SOTA SMT-based Methods 
are not directly applicable

Table1: Comparison of 𝑁 the number of boundary hyperplanes and 𝒞 coverage of the safe 
region 𝒟 of NCBF trained with (𝑟) and without (𝑜) boundary hyperplane regularizerExact Verification of ReLU NCBFs [1]

Nagumo's Theorem The closed set 𝒟 is positive invariant 
iff, whenever boundary states 𝑥 ∈ 𝜕𝒟, 𝑢 ∈ 𝒰 satisfies 

𝜕𝑏
𝜕𝑥

𝑓 𝑥 + 𝑔 𝑥 𝑢 ≥ 0.
Intuition: Piece-wise Linearity of ReLU

Contributions

Efficient Exact Verification for ReLU NBFs

Problem Studied

1. Propose a framework for Synthesis with 
Efficient Exact Verification (SEEV) for 
ReLU NCBFs.

2. Develop a training procedure that 
reduces the number of segments that 
must be verified. 

3. Construct hierarchical verification that 
efficiently enumerate hyperplanes, 
exploit sufficient conditions and conduct 
exact verification.

Dynamics: �̇� 𝑡 = 𝑓 𝑥 𝑡 + 𝑔 𝑥 𝑡 𝑢 𝑡 (1)
Control Barrier Function (CBF) 𝑏 𝑥 is a smooth function that 
evaluates the ‘safety’ of the system. Let 𝒟 = 𝑥: 𝑏 𝑥 ≥ 0 ⊆ 𝒞. 
Function 𝑏 𝑥 is a CBF if there exist 𝑢 and class-𝜅 function 𝛼, s.t.

#$
#% 𝑓 𝑥(𝑡) + 𝑔 𝑥 𝑡 𝑢(𝑡) ≥ −𝛼 𝑏 𝑥(𝑡) (2)

However, 𝑢 does not exist if #$#%𝑔 𝑥 𝑡 = 0 and #$#% 𝑓 𝑥 𝑡 < 0. 

Enumeration
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Goal: Synthesize NCBFs to be feasible and correct. 
Training dataset 𝒯: initialized by uniform sampling over 𝒳. 

min
&
𝜆ℬℒℬ 𝒯 + 𝜆(ℒ( 𝒯 + 𝜆)ℒ𝒸 𝒯

ℒℬ Boundary activation regularizer limits the number of 
hyperplanes & hinges by penalizing the dissimilarity

ℒ( feasibility regularizer ℒ( = 𝑢 − 𝜋+,- 𝑥 .
. + 𝑟

where 𝑟 is the slack variable for the safety filter [2]
𝑚𝑖𝑛
/

𝑢 − 𝜋012 (𝑥) .
.

s. t.𝒲 𝐒3 4(𝑓(P𝑥) + 𝑔(P𝑥)𝑢) + 𝑟 ≥ 0

ℒ𝒸 correctness regularizer enforces the correctness of the NCBF.

Binary Search 
Find 𝑆! containing 

𝑏 𝑥 = 0

Search neighbors in 
a BFS manner

Find the sets of 𝑆
and 𝒳(𝑆)

𝑆!

𝐵!
𝐵"

ℒℬ =
1
𝑁𝐁

S
𝐁!∈ℬ

1

𝒯𝐁!
. S
7%!, 7%"∈𝒯𝐁!

𝜙:$ 𝑥; − 𝜙:$ 𝑥< .
.

Step 1 Identify boundary samples; Step 2 Clustering; 
Step 3 Penalize dissimilarity 

𝑆!

𝑆! = [1 1 0 … 1 0]

𝑆" = [1 1 1 … 1 0]

𝑆# = [1 0 0 … 1 0]

𝑆$ = [1 1 0 … 0 0]
𝑆"

𝑆#𝑆$

𝑆!

The activation of ReLU neuron flips

{𝑆", 𝑆#, … , 𝑆%}

Features:
• Enumeration: (i). Only rely on linear program; (ii). CPU only; (iii) Multi-process enabled
• Verification: (i). Efficient; (ii). Exact verification with SMT solver [3]
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