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𝜕

𝜕 𝑡
 ℎ 𝑡 = 𝐴 ℎ 𝑡 + 𝐵 𝑥(𝑡)

× 𝐴1

+𝐵 𝑥1 +𝐵 𝑥2

× 𝐴2 × 𝐴3

+𝐵 𝑥3

⟹

ℎ 𝑡 + 1 = 𝐴𝑡 ℎ 𝑡 + 𝐵𝑡 𝑥(𝑡)

⟹

State Space Models (SSMs) are linear recurrent 
models that effectively compress information along 

the time dimension.

Are effective for modeling sequential data!

What happens when there 2D dependencies?



Idea 1: 
Each channel is a separate variable!

Missing the dependencies of variates!

𝜕

𝜕 𝑡𝑖
 ℎ 𝑡𝑖 = 𝐴 ℎ 𝑡𝑖 + 𝐵 𝑥(𝑡𝑖)

⟹



Idea 2: 
Capture dependencies across both time and 

variates but separately!

Missing inter-state dependencies!

𝜕

𝜕 𝑡𝑖
 ℎ(1) 𝑡𝑖 = 𝐴(1)ℎ(1) 𝑡𝑖 + 𝐵(1)𝑥(𝑡𝑖)

⟹
+

𝜕

𝜕 𝑣𝑖
ℎ(2) 𝑣𝑖 = 𝐴(2)ℎ(2) 𝑣𝑖 + 𝐵(2)𝑥(𝑣𝑖)



Idea 3: 
Capture dependencies across both time and 

variates (all together)!

Capture all complex dependencies!

𝜕

𝜕 𝑡
 ℎ(1) 𝑡, 𝑣 = 𝐴 1 ℎ(1) 𝑡, 𝑣 , 𝐴 2 ℎ(2) 𝑡, 𝑣 + 𝐵 1 𝑥(𝑡, 𝑣)

⟹

𝜕

𝜕 𝑣
 ℎ(2) 𝑡, 𝑣 = 𝐴 3 ℎ(1) 𝑡, 𝑣 , 𝐴 4 ℎ(2) 𝑡, 𝑣 + 𝐵 2 𝑥(𝑡, 𝑣)



How does 2D recurrence look like?

Each hidden state is responsible to compress 
information across one dimension

ℎ(1) 𝑡 + 1, 𝑣 = 𝐴 1 ℎ(1) 𝑡, 𝑣 + 𝐴 2 ℎ(2) 𝑡, 𝑣 + 𝐵 1 𝑥(𝑡 + 1, 𝑣)

ℎ(2) 𝑡, 𝑣 + 1 = 𝐴 3 ℎ(1) 𝑡, 𝑣 + 𝐴 4 ℎ(2) 𝑡, 𝑣 + 𝐵 1 𝑥(𝑡, 𝑣 + 1)



Chimera

A Three-headed architecture that can capture 
both long-term and seasonal patterns.

Input

⨁ Re-
discretization

⊗

SeasonalLong-term

2D SSM2D SSM



Despite 2D dependencies, this process can be parallelized using the 
associative sum algorithms with ∗ operators:

𝑝1 𝑝2 𝑝3

𝑝4 𝑝5 𝑝6
 ∗

𝑞1 𝑞2 𝑞3

𝑞4 𝑞5 𝑞6

=
𝑞1⨀𝑝1 𝑞2⨀𝑝2 𝑞1⨂𝑝3 + 𝑞2⨂𝑝6 + 𝑞3

𝑞4⨀𝑝4 𝑞5⨀𝑝5 𝑞4⨂𝑝3 + 𝑞5⨂𝑝6 + 𝑞6

   ∗ is associative!



Strong results in long-term and 
short-term forecasting as well as 

classification and anomaly detection 
tasks!



Thank You!
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