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Motivation

Ilya Sutskever’s talk: larger language models find more 
shared hidden structures in data samples by eliminating 
redundant information.

Defining and quantifying this process remains a challenge.

We hypothesize that an ideal metric should reflect the 
geometr ic  character is t ics  of  the  data ,  such as  the 
dimensionality of its representations, and should also be 
grounded in information theory. We choose to study the rank 
of the data representations.



Intuition

Why rank? 

• It measures the extent of linear independence among these representations (i.e., the 
geometric structure).

• It is also related to the amount of information contained in the representation, while a 
lower rank indicates that the information has been structured or compressed. 

We introduce Diff-eRank as an information-theoretic evaluation metric that meets the 
previous two requirements to quantify the degree of “noise reduction”. 



Method

Construction of eRank

Relationship with Matrix Entropy

For a matrix K ∈ ��×� (positive semi-definite, ��(K) = 1), H(K) =−

��(K ��� K), i.e., H(K) =−  �=1
� �� log ��. eRank(Σ�) is exactly the 

same as exp(H(Σ�)). Σ� is actually a density matrix. exp(H(Σ�)) can 
be seen as a measure of randomness.

Diff-eRank



Evaluations of Large Language Models

We define the reduced (cross-entropy) loss as: 
∆�(�, �0, �1) = �(�, �0) − �(�, �1).

Besides, we also include benchmark accuracy 
for comparison.



Ablation Study

Comparing Diff-eRank with reduced loss and 
benchmark accuracy across different model 
families, including OPT, Cerebras-GPT, and 
OpenELM.

We consider  “Algorithm (b)” for Diff-
eRank in Figure 4 defined below.

We also extend our experiments to 
encompass additional layers within the 
models in Table 4.



Modality Alignment

We define new metrics for Multi-modal LLMs to 
evaluate the modality alignment by analyzing the 
eRanks of different parts of representation .



Evaluations of Multi-Modal Large Language Models

We also calculate the eRank after rotating the 
images clockwise, which indicates that subtle 
changes in the vision encoder’s understanding of 
images can be effectively conveyed to the LLM part 
and affect the MLLM’s modality alignment.

Both LLaVA-1.5 and MiniGPT-v2 align well as they all have 
a relatively high alignment score. 

LLaVA-1.5 outperforms MiniGPT-v2 in “Image-Text 
Alignment”, which is also consistent with their performance, 
as LLaVA-1.5 surpasses MiniGPT-v2 in most of benchmarks. 



Conclusion and Discussion

We introduce Diff-eRank, a new metric that can measure the “noise reduction” ability of LLM based 
on data representation. Our method reveals the geometric characteristics of the data and is grounded 
in information theory. 

The empirical investigations show that the Diff-eRank increases when the model scales and 
correlates with the trend of loss and downstream task accuracy. 

Moreover, we use this metric to define the alignment metrics for multi-modal LLMs and find 
contemporary models align very well.

Some useful techniques like pruning, quantization, and distillation may benefit from such metrics 
that reveal internal redundancies. The Diff-eRank metric may aid in identifying which parts of the 
model can be compressed without significant loss of information. 
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