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Introduction

Chip 2D Layout with nets Grid Graph Pin & Overflow

In Very Large Scale Integration (VLSI), global routing has become one of the most complex and 

time-consuming steps in electronic design automation (EDA) to minimize the total wirelength of 

the routes (usually forming a rectilinear Steiner tree) while avoiding overflow.



Introduction

Overflow (or congestion) occurs in areas where the number of routes exceeds the capacity.
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Introduction

Previous ML-based routing methods mainly focus on correctness and 

wirelength of net, suffer from high overflow in their routing results.

Pin & Overflow ML Model Predicted Points Route with Overflow
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NeuralSteiner:
Learning-based Overflow-avoiding Global Routing

Learning to predict Steiner points of the Steiner tree which 
can balance the wirelength and overflow well. 

CUGR
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• Accelerate routing by grouping the non-overlapping 

nets into one batch to parallel routing process. 
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• NeuralSteiner predicts the candidate Steiner point locations 

of the overflow-avoiding RST with full-image information 

aggregation by using crisscross attention.
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• The post-process algorithm constructs the net augmented graphs based on the 

predicted candidate points and generates overflow-avoiding RSTs.
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Experimental Evaluation
Comparisons with baselines on ISPD98



Experimental Evaluation
Comparisons with baselines on ISPD07

The Overflow Distribution on different directions after routing by 
HubRouter (a), (c) and NeuralSteiner (b), (d).



Experimental Evaluation

Generalization of NeuralSteiner w. CUGR on ISPD18/19 

When combined with the leading traditional methods CUGR and tested on much larger 

benchmarks ISPD18/19, NeuralSteiner achieves 4.4% and 19.1% reduction on average in 

shorts and spaces, with minimal losses in wirelength and vias. 



Thanks!
• For more details and results, please refer to the paper: https://openreview.net/pdf?id=oEKFPSOWpp

• Our Code will be released at: https://github.com/liuruizhi96/NeuralSteiner
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