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Background

n Graph Injection Attack (GIA)
¨ Injecting “malicious” nodes, degrading GNN’s performance

¨ More practical than Graph Modification Attacks [1]

Intruding with Words: Towards Understanding Graph Injection Attacks at the Text Level [NeurIPS’24]

An Illustration of GIA from [1]

[1] Qinkai Zheng, et al. Graph Robustness Benchmark: Benchmarking the Adversarial Robustness of Graph Machine Learning
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Background

n Text Attributed Graph (TAG)
¨ Node attributes are typically text-based

¨ Commonly found in networks like citation networks and social networks

n Current GNN Framework:

Intruding with Words: Towards Understanding Graph Injection Attacks at the Text Level [NeurIPS’24]
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Background
n For TAGs, existing GIAs:

¨ are limited to embedding-level，not injecting interpretable text

¨ are easily detected due to out of distribution

¨ have embeddings that may be abnormal in structure

n Example: PGD-based GIA:
¨ is still embedding (Orange points)

¨ is largely different from blue points

¨ holds abnormally high sparsity in embedding

Intruding with Words: Towards Understanding Graph Injection Attacks at the Text Level [NeurIPS’24]
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Exploring Text-level GIA
n How to design Text-level GIA？

n How does Text-level GIA perform？
¨ Performance

¨ Unnoticeability 

¨ Text Interpretability

n How to defense Text-level GIA？

Intruding with Words: Towards Understanding Graph Injection Attacks at the Text Level [NeurIPS’24]
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Exploring Text-level GIA
n Text-level GIA

n ITGIA:    Based on text inversion, convert injected embedding to text

n VTGIA:   Based on direct prompt design, let LLM generate poisoning text

n WTGIA:  Based on 0-1 embedding, use word-filling task, let LLM generate poisoning text

Intruding with Words: Towards Understanding Graph Injection Attacks at the Text Level [NeurIPS’24]
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ITGIA
n ITGIA: Based on Text Inversion，transferring Embedding into Text.

¨ Conducting Embedding-level GIA

¨ Using Inversion model [1] to transfer the injected embedding into text

n The text-level performance degrades a lot than embedding-level

Intruding with Words: Towards Understanding Graph Injection Attacks at the Text Level [NeurIPS’24]

[1] Morris, John X., et al. "Text embeddings reveal (almost) as much as text." In EMNLP, 2023



8

ITGIA
n Poor text interpretability

¨ Example： he liner notes of The MC6’s "Desirty Pigs": the relayed that some of the plaque

¨ High Perplexity: 

n Why? Ill-defined feasible region for embedding-level GIA

Intruding with Words: Towards Understanding Graph Injection Attacks at the Text Level [NeurIPS’24]
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VTGIA

n VTGIA：Based on direct prompt design, let LLM generate poisoning text

¨ Random Text, Heterophily Text, Mixing Text

¨ Readable Text, but bad attack performance 

Intruding with Words: Towards Understanding Graph Injection Attacks at the Text Level [NeurIPS’24]
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WTGIA
n WTGIA：Combining ITGIA and VTGIA

¨ Based on 0-1 embedding（BoW），using FGSM with sparsity-budget，generate must-

used-words and must-not-used-words lists

¨ Based on used-words and not-used-words，let LLM do the word-filling task to generate 

poisoning text

n Sparsity Budget: the ratio of must-used-words
¨ For a 500-dim BoW embedding，20% Sparsity Budget means 100 words must appear in 

the generated text

¨ 【No arbitrary long text !!!】Noticeable in practice.

¨ 【Given limited text length】，larger budget，lower text interpretability

Intruding with Words: Towards Understanding Graph Injection Attacks at the Text Level [NeurIPS’24]
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WTGIA
n Under WTGIA setting，the relationship between Performance & 

Unnoticeability & Interpretabliity

Theorem 1. Performance and Unnoticeability can be both satisfied using larger 

sparsity budget, at the expense of text Interpretability

Intruding with Words: Towards Understanding Graph Injection Attacks at the Text Level [NeurIPS’24]
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WTGIA Experiments
n WTGIA：Balance performance and text interpretability

¨ Recover the embedding-level performance，while maintaining text interpretability of 

generated text

Intruding with Words: Towards Understanding Graph Injection Attacks at the Text Level [NeurIPS’24]
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WTGIA Experiments
n Trade-off between performance and text interpretability

¨ Performance & Unnoticeability  ✅

¨ Performance & Text Interpretability ❌

Intruding with Words: Towards Understanding Graph Injection Attacks at the Text Level [NeurIPS’24]
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WTGIA Experiments
n WTGIA’s bottleneck

¨ Use Rate keeps decreasing，LLMs are unable to complete the task

¨ Perplexity also decreases，LLMs use easier words in generating text

Intruding with Words: Towards Understanding Graph Injection Attacks at the Text Level [NeurIPS’24]
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Defender Strategies

Intruding with Words: Towards Understanding Graph Injection Attacks at the Text Level [NeurIPS’24]

n Transferability
¨ ITGIA: Continuous embedding, WTGIA: 0-1 embedding 

¨ Huge performance degradation，WTGIA slightly better

n Ensemble multiple Word-Embedding can help
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Defender Strategies

Intruding with Words: Towards Understanding Graph Injection Attacks at the Text Level [NeurIPS’24]

n LLM-based Predictor are strong defender
¨ Directly use LLM as predictor

¨ In some datasets (PubMed), perform extremely robust

n In practice，LLM-based Methods need to be considered
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Conclusion

Intruding with Words: Towards Understanding Graph Injection Attacks at the Text Level [NeurIPS’24]

n We propose: 
¨ The first text-level graph adversarial attack analysis. Discovering past limitations of 

embedding-level GIA in real-world applications

¨ Three designs for Text-level GIA. Discovering the trade-off between text interpretability 

and performance

¨ Challenges of Text-level GIA in practice with new defender strategies

n Future directions：
¨ Further improvement for Text-level GIA

¨ LLM-based defender design
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