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Problem Description

Quadratic Unconstrained Binary Optimization (QUBO) a highly challenging subject in

mathematical programming and operations research. The purpose of QUBO is to optimize an

unconstrained quadratic function:
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where 𝑄 is a symmetric matrix with 𝑛 × 𝑛 coefficients, while 𝑥 is a binary (0-1) 𝑛-dimensional

column vector, i.e., 𝑥𝑖 ∈ 0,1 , 𝑖 = 1, … , 𝑛. 𝑂𝐹𝑉 is short for objective function value.

This simple formulation is able to represent a remarkable spectrum of applications in

combinatorial optimization.



Current Limitations

⚫ Current Learning-based methods: MDP-based Sequential decision process

Learning-based methods in solving QUBO encounter limitations:

⚫ Pointer-Network (PN)-based DRL models. Difficulties in processing 𝑛 × 𝑛-dimensional

input matrix of the QUBO directly. (such as DRLH)

⚫ GNN-based DRL models. Significant computational and storage costs due to the

repeated updating of hidden states at each MDP step. (such as S2V-DQN and ECO-

DQN)

⚫ The repeated 𝑂𝐹𝑉 evaluation throughout the MDP leads to significant computational

overhead.



Contributions

⚫ Value Classification Model (VCM): A neural solver that formulates the solution process 
from a classification perspective.



Contributions

⚫ Value Classification Model (VCM). A neural solver that formulates the solution process

from a classification perspective, which includes the Extractor, Classifier, and Trainer. It

can achieve near-optimal solutions in milliseconds.

⚫ Extractor (Depth Value Network, DVN). Based on graph convolutional, DVN exploits the

symmetry property in 𝑄 to auto-grasp value features.

⚫ Classifier (Value Classification Network, VCN). VCN directly generates classification

solutions.

⚫ Trainer (Greedy-guided Self Trainer, GST). A highly efficient model-tailored trainer that

does not require priori optimal labels.

⚫ A VCM trained at a specific DVN depth can steadily find better solutions by simply

extending the testing depth.



The proposed VCM

⚫ Main Idea

In VCM, each 𝑥𝑗 accompanied by a value feature vector 𝒗𝑗.

Let 𝒗𝑗 be the value features of the 𝑗-th column of 𝑄 (denoted as 𝑣𝑗
𝑐𝑜𝑙), then each element in row

𝑗 can then be expressed as 𝒗𝑗
𝑐𝑜𝑙𝑞𝑖𝑗. Thus, the value feature of 𝑖-th row can be computed as

follows:

𝒗𝑗
𝑟𝑜𝑤 =

𝑗=1

𝑛

𝑞𝑖𝑗𝒗𝑗
𝑐𝑜𝑙

Given that 𝑸 is symmetric, the value of each column should match the value of its

corresponding row. This requirement translates to unifying 𝑽 = 𝑄𝑽.



The proposed VCM

⚫ The Depth Value Network, DVN 

In DVN, we take the 𝑄𝑽 and current 𝑽 as inputs and propose a learning function ℱ𝐸 to iterate

the value feature. The iteration at depth 𝑑 is updated as follows:

𝑽(𝑑+1) = ℱ𝐸 𝑽 𝑑 , 𝑄𝑽 𝑑

⚫ The Value Classification Network, VCN

Based on the obtained value features 𝑉 𝑑 ,𝐷 from DVN, we propose a learning function

ℱ𝐶 which serves as the classifier to generate the solution 𝑥.

𝑥 = ℱ𝐶 𝑽 𝑑 ,𝐷



The proposed VCM

⚫ The Neural Architecture of DVN+VCN



The proposed VCM

⚫ The Greedy-guided Self Trainer, GST

⚫ VCM itself

⚫ A Batch Greedy Flip (BGF) algorithm

based on VCM (VCM-BGF)

⚫ A historical best solution set (HB)



Validation

⚫ Details

- 512,000 G instances 10, 20, 50, and 100 variables.

- Hidden size 128 and DVN depth 40.

- Batch size 512 and epoch size 100.

◆ Dataset

- Generated instances (G), benchmarks (B), and large well-known instances (P)

- For the G set, the 𝑄 matrix is uniformly generated at random within [-100,100], following 

the benchmark data format.

- The B set is B2500(10) consisting of ten ORLIB[1] instances of size 2500

- The P set includes 21 very-large instances[2] including P3000(5), P4000(5), P5000(5), 

P6000(3), and P7000(3).

◆ Train



Validation

⚫ Main Competitor

◆ Learning-based model: 

• PN-based DRL model:

DRLH[2]-B (“-B” means it enhanced by our Batch OFV increment computation process)

• GNN-based DRL model:

S2V-DQN[3]-B and ECO-DQN[4]-B.

• The physics-inspired neural solver:

PI-GNN[5].

◆ The exact optimizer: 

• Gurobi[1]. We set the max allowed time to 1s and 1h.

◆ Heuristic classification methods: 

• Diag and SR from [2].

◆ Heuristic construction algorithm : 

• The proposed BGF,  part of GST.

[1] LLC Gurobi Optimization. Gurobi optimizer reference manual, 2024.

[2] Heuristic algorithms based on deep reinforcement learning for quadratic unconstrained binary optimization. Knowledge-Based Systems. 2020

[3] Learning combinatorial optimization algorithms over graphs. Advances in neural information processing systems. 2017

[4] Exploratory combinatorial optimization with reinforcement learning. In Proceedings of the AAAI conference on artificial intelligence. 2020

[5] Combinatorial optimization with physicsinspired graph neural networks. Nature Machine Intelligence. 2022



Validation

⚫ The Performance of VCM

The state-of-the-art neural solver of QUBO.



Validation

⚫ The Performance of VCM

◆ The size generalization ability. ◆ The distribution generalization ability.

◆ Efficiency of GST 

UnS: An un-supervised training method from [1]. 

LHB: Can be regarded as a supervised method.

LGF: GST without HB.

[1] Combinatorial optimization with physicsinspired graph neural networks. Nature

Machine Intelligence. 2022

GST enables a rapid, stable, and 

adaptive formation of VCM



Validation

⚫ DVN Study

◆ VCM50 (training under different depth) with different testing depth on B2500(10)

VCM can steadily find better solutions by 

simply extending the testing depth of DVN.

Computational time increases linearly (on average 0.17ms per 

depth) as the testing depth enlarges.



Validation

⚫ DVN Study

◆ VCM50 (training under different depth) with different testing depth on B2500(10)

◆ t-SNE of the DVN output



THANKS

WeChat:

Feel free to contact me:

Email: cmself@163.com

Ming Chen

College of Systems Engineering, National University of Defense Technology


