
LoTLIP: Improving Language-Image Pre-training for Long Text Understanding

Overview

➢ Understanding long text beyond the reach of most

language-image pre-training (LIP) model.

➢ We empirically confirm that the key reason is that

training images are usually paired with short

captions, leaving certain tokens easily

overshadowed by salient tokens.

Contributions:

➢Using 3 MLLMs to Re-caption 100M images with long

texts;

➢Enhance long text understanding of LIP with the

re-captioned long texts;

➢Collected long text-image pairs from 3 dataset for

constructing long-text-image retrieval tasks.
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Train with long caption
Understand with long caption

In front of the castle is a well 
kept garden with green, white 
and red, flowers and a paved 
road is around the garden. A 
large castle has white walls 

with beige trim around its walls 
and pillars …

There is a well kept garden
with green, white and red, 

flowers in the front of the castle
and a paved road is around the 
garden. A large castle has white 
walls with beige trim around its 

walls and pillars …

Train with short caption
Understand with long caption

There is a well kept garden with 
green, white and red, flowers in 

the front of the castle and a 
paved road is around the garden. 

A large castle has white walls 
with beige trim around its walls 

and pillars …

In front of the castle is a well 
kept garden with green, white 
and red, flowers and a paved 
road is around the garden. A 

large castle has white walls with 
beige trim around its walls and 

pillars … 

Train with short caption
Understand with short caption

In front of the castle is a well  

kept garden with green, white 

and red, fl owers and a paved 
road is around the garden. A 
large castle has white walls 
with beige trim around its 

walls and pillars …

In front of the castle is a well 
kept garden with green, white 
and red, flowers and a paved 
road is around the garden. A  

large castle has white walls 

with bei ge trim around its walls 

and pill ars … 
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Understand the image 

with text caption 

according to attention 

visualization

Existing CLIP models are good at 
understanding short captions

‘garden token’ is overshadowed by 
‘castle token’!!

Shuffling the order of sentences, model 
still only sees ‘castle token’

Long caption brings ‘garden token’ 
back into light 

castle token

garden token

castle token

garden token

castle token

garden token

More Analysis
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As the texts getting longer, the performance in long-text-image retrieval tasks

improves. However, there is a performance degradation in short-text-image

retrieval task and ImageNet classification task.

To enhance both long and short text understanding, we add extra text

tokens for text encoders, termed corner tokens, to aggregate diverse text

features with help of designed attention mechanism.

➢ The 100M images are from the five short-text-image pairs

dataset;

➢ We employ InstructBLIP, LLaVA, and ShareGPT4V to generate

long texts based on the collected image;

➢ The averaged length of texts reaches 136 tokens.

➢ In short-text-image-retrieval tasks, the textual inputs contain fewer

than 15 tokens on average;

➢ We collected long-text-image pairs from DCI, IIW, and

ShareGPT4V datasets to construct long-text-image retrieval tasks

➢ 77 token limitation is

insufficient for a model

training with long texts;

➢ the FLOPs of the text

encoder increases with

the text token number

limitation.

➢ Corner tokens enhance both of the short text

understanding and long text understanding ability.
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