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Problem
Given a family of continues distribution and some α > 0, and sample access
to an two unknown continues distributions p and q, How many samples
m(α, ϵ, k , δ) are required to distinguish between p = q (Case 1) versus
∥p − q∥Ak

≥ α (Case 2) while preserving (ϵ, δ)-DP

Definition
we define the Ak -distance between p and q by
∥P −Q∥Ak

= sup
I

∑k
j=1 |P(Ij)−Q(Ij)| where I is a partition of the

real-line R into k intervals I1, I2, ..., Ik
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Differential Privacy

Definition
(Differential Privacy [DMNS06]). A randomized algorithm A with domain U
is (ϵ, δ)− differentially private if for all S ⊆ Range(A), and for all
D,D ′ ∈ U such that D,D ′ differ on a single entry:

Pr[A(D) ∈ S] ≤ eϵ Pr[A(D ′) ∈ S] + δ

If δ = 0, we say that A is ϵ−differentially private.
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Theorem (Non-private)[DKN15]
For the non-private case, the number of samples is

O

(
k4/5

α6/5 +

√
k

α2

)

to test whether P = Q or ∥P −Q∥Ak
≥ α
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Our Contribution

Our result is to show an upper bound for the private case

Theorem
For the private case, the number of samples is

Õ
(
max

{
k4/5/α6/5, k2/3/αϵ1/3, k1/2/α2, k1/3/α4/3ϵ2/3,

√
k/αϵ

})
to a (ϵ, δ)− DP algorithm test whether P = Q or ∥P −Q∥Ak

≥ α
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More Result
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