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Background

- Vision Transformers show remarkable performance with 

global receptive field, but limited by quadratic 

complexity with respect to the token length

- Convolution Neural Networks show linear scaling 

complexity, but limited by the local receptive field

- Mamba have garnered attention for the ability to 

combine the best of both worlds: a global receptive field 

and linear scaling complexity



Observation and Motivation

- Constraint on model size inherently limits the long-range 

modeling capabilities of SSMs in vision tasks. For ViM-Tiny, 

placing the class token in the middle of the sequence yields 

markedly better results than positioning it at the ends.

- The contribution of the 𝑚𝑡ℎ token to the construction of the 𝑛𝑡ℎ 

token decays significantly along their distance:
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- Multi-scan strategy reduces the decay of influence, but also 

introduce redundancy. 



Method

- The most effective and direct way to alleviate the long-range 

forgetting problem is to reduce the number of tokens.

- Setting all scans on a downsampled feature map will ignore fine-

grained features and result in unavoidable information loss. 

Scanning along the full-resolution feature map is also essential.



Method

- Our design introduces a channel mixer 

to augment the flow of information 

across different channels

- a Squeeze-Excitation (SE) block is 

integrated subsequent to the MS2D, as 

informed by LocalMamba



Experiments

- Replacing SSD in VMamba with our 

MS2D bring improvement in both 

accuracy, GPU memory cost and 

efficiency.

- Compared to other scanning strategy, our 

MS2D continuous to lead.



Experiments

Our MSVMamba also demonstrates good scalability and gets better in 

accuracy-efficiency curve along model size.



Thanks for watching!
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