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TL,DR: This paper introduces a framework substantiating a scaling law that optimizes 
computational resources with the consideration of vocabulary size, model parameters 
and training data jointly.



Introduction

Kaplan, J., McCandlish, S., Henighan, T., Brown, T. B., Chess, B., Child, R., ... & Amodei, D. (2020). 
Scaling laws for neural language models. arXiv preprint arXiv:2001.08361.

What is the Scaling laws?

Scaling laws describe how the performance of a neural network improves as its key
attributes (e.g., number of parameters) increases.
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Previous Scaling laws disregard the impact of the vocabulary size.
à Substantial variability in the vocabulary size of current LLMs.



Introduction

The relationship between non-vocabulary parameters 𝑁!" and the corresponding 
optimal vocabulary parameters 𝑁"

#$% follows a power law, where 𝑁"
#$%	should be 

scaled slower than 𝑁!" .



Introduction

Vocabulary parameters of popular LLMs and the predicted optimal vocabulary 
parameters at a compute-optimal number of training tokens. 

Most existing LLMs have insufficient vocabulary parameters. 



Preliminary

Preliminary for Scaling law:

The goal is to optimally allocate this compute budget C to model parameters N 
and the number of training tokens D, where the loss function is modeled as the
language modeling loss.



Preliminary

Our adaptation for Scaling law with vocabulary:

1. Attributes:

2. From training characters (H) to tokens (D) :

3. Vocabulary-insensitive loss:

àBreak the parameters into vocabulary parameters and non-
vocabulary parameters

àAdjust the language modeling loss with a normalization

àWe predict the number of tokens given the characters in the
corpus and the vocabulary size



Analysis
How does the vocabulary size (V) affect the performance of language
models?
From training characters (H) to tokens (D) : The number of tokens D divided
from the sentences decreases as the V getting larger. We model it by a designed
function f(V)=D/H. 



Analysis
How does fairly evaluate the language models with different vocabulary
size?

We design the unigram-normalized language model loss as

where 𝑝 𝑤! 𝑉 is the frequency of word 𝑤! in the tokenized corpus, 
given the tokenizer with vocabulary size 𝑉. The loss is basically
equivalent to the per-character language model loss normalized by 
the frequency of each character.



Analysis
Why the optimal vocabulary size is bounded by compute?

The perspective of 
fixed normalized loss

The perspective of 
fixed FLOPs budge

There exists an optimal vocabulary 
size that minimizes FLOPs.

For each FLOPs budget there exists an optimal
vocabulary size that minimizes loss. 



Estimating the optimal vocabulary size
Approach 1: Estimating power laws via IsoFLOPs

We define 6 groups of models with 
non-vocabulary parameters ranging 
from 33M to 1.13B. 

Within each group, all models use 
the same FLOPs, and we solely vary 
the vocabulary size from 4K to 96K.



Estimating the optimal vocabulary size
Approach 1: IsoFLOPs with varying vocabulary sizes

1. LLMs are data-hungry
2. Vocabulary parameters scale in a power-law relation with FLOPs
3. Vocabulary parameters should be scaled slower than non-vocabulary 

parameters



Estimating the optimal vocabulary size

Approach 2: Derivative-based fast estimation

We aim to find the minimum FLOPs to achieve a certain loss 
through optimal allocation of the optimal vocabulary size.

By computing the minimum point of FLOPs with respect to V via 
derivative and find the zero solution of:



Estimating the optimal vocabulary size

Approach 2: Derivative-based fast estimation

We obtain a set of derivative-optimal vocabulary parameters for 
different non-vocabulary parameters Nnv represented as

We then fit the relationship between Nnv and Nv using
the power-law function                          and then we experimentally search an
optimal vocabulary parameter            given a small model



Estimating the optimal vocabulary size

Approach 3: Parametric fit of loss formula

Finally, we directly predict the loss given the non-vocabulary parameter 𝑁"#,
vocabulary parameter 𝑉 and the amount of training characters 𝐻 = 𝐷𝑓(𝑉). We 
design the vocabulary-dependent loss formula as 

where are learned parameters.



Estimating the optimal vocabulary size

Approach 3: Parametric fit of loss formula

Vocabulary parameters of popular 
LLMs and predicted optimal 
vocabulary parameters at their 
reported number of training tokens.



Discussions
Predicting allocations for larger models

The predictions from all proposed approaches align closely.



Discussions

Empirically proving our compute allocations:

By increasing the vocabulary size from the conventional 32K to 43K, we improve performance on 
ARC-Challenge from 29.1 to 32.0 with the same 2.3e21 FLOPs



Conclusions

1. We investigate the impact of the vocabulary size when scaling language 
models.

2. We analyze and verify that there exists an optimal vocabulary size for a given 
FLOP budget.

3. We develop three approaches to predict the optimal vocabulary size.
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