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Background
Graph Anomaly Detection (GAD) 

q Graph information often plays a vital role in identifying fraudulent 
users or activities.

q For example, transaction records on a financial platform.

Transaction Network



Motivation
Ø Anomaly Graph Task

q Node-level, Edge-level, Graph-level.
Ø Exist Problem

q overlook the inherent connections among 
different object types of graph anomalies.

q A money laundering transaction & an abnormal 
account.

Ø A unified framework for detecting anomalies at node, edge, 
and graph levels jointly.



Challenge 1
Ø How to unify multi-level formats?

q Node-level, edge-level and graph-level models exist inherent differences.
q large language models (LLMs) or graph prompt tuning.

graph promptLLMs

BUT they not specifically tailored to anomaly data, 
resulting in inappropriate node selections that ‘erase’ critical anomaly information.



Challenge 2
Ø How to unify multi-level training?

n Transferring information between different levels.
n Achieving a balanced training of these level tasks. 

Graph-level Operations
“deleting a subgraph” etc.

Node-level 
Operations

“changing node 
features”, 

“deleting/adding 
a node”, etc.

Edge-level 
Operations

“adding/deleting 
an edge” etc.



UniGAD
Ø Overall Pipeline



MRQSampler for Unifying Multi-level Formats
Ø Maximum Rayleigh Quotient Subgraph

q We formulate this as the following optimization problem:

q Identify the induced subgraph with the highest Rayleigh quotient 
containing the most anomaly information.

q Generally, similar selecting subgraphs in this manner is considered 
an NP-Hard problem.



MRQSampler for Unifying Multi-level Formats
Ø MRQSampler Algorithm

q Leveraging the properties of trees
q We uses dynamic programming (DP) to find the optimal solution.



GraphStitch for Unifying Multi-level Training
Ø GraphStitch Network



Experiments
Ø Multi-Level Performance Comparison (RQ1) (Node/Edge)



Experiments
Ø Multi-Level Performance Comparison (RQ1) (Node/Graph)



Experiments
Ø The Transferability in Zero-Shot Learning (RQ2)



Conclusion
q We presents the first unified graph anomaly detection 

framework UniGAD.
q MRQSampler unifies different graph object formats for 

nodes, edges, and graphs.
q The GraphStitch Network unifies multi-level training.
q UniGAD not only surpasses existing models in various 

tasks but also exhibits strong zero-shot transferability 
capabilities.



The End, Thanks!
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