
UniFL: Improve Latent Diffusion Model 
via Unified Feedback Learning

Motivation

Despite the remarkable advancement in the diffusion-based text-to-image (T2I) 

generation, several limitations still exist in current latent diffusion models:

• Inferior visual quality: Poor visual quality and lack authenticity, e.g. characters 

with incomplete limbs or distorted body parts.

• Inadequate aesthetic appeal: The generated image tends to lack aesthetic 

appeal and often fails to align with human preferences,

• Slow inference speed: Considerable iterative denoising steps are required to 

obtain the decent generation results.

There are already some methods that concentrate on tackling individual 

problems through specialized design, but no method to tackle these 

problems comprehensively with a unified design.

Experiments

Decoupled Feedback Learning: Human preference feedback is a multi-dimensional nature,

which requires separate reward models to model the different aspects of human aesthetic

preference and impose preference fine-tuning. We curate the human aesthetic preference model

on: color, layout, detail, lighting。

UniFL: Unified Feedback Learning for LDMs

UniFL aims to improve the latent diffusion models in various aspects, 

including visual generation quality, human aesthetic quality, and inference 

efficiency from the unified perspective of feedback learning.

Perceptual Feedback Learning: Repurpose the pretrained perceptual 

models to provide more specifical and targeted feedback supervision.

For example, the instance segmentation model (here is SOLO[1]) can assist in providing the feedback 

supervision on the visual structure completeness
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Overview of the UniFL framework. It is instantiated by a two-stage training process, with the first stage focusing on the overall quality (objective 

visual quality and subjective aesthetic quality) enhancement and the later stage for the inference acceleration.

Adversarial Feedback Learning: Incorporate the adversarial objective with the reward

feedback learning, and enable the optimization for the images that go through lower denoising

steps, leading to reasonable generation performance with fewer denoising steps and achieving

inference acceleration.

Training Objective: The complete training objective with UniFL is:

Experiment with SD1.5 and SDXL, and compare with the method that focuses on the

generation performance enhancement and the method that focuses on the inference

acceleration.

The complete procedure of our perceptual feedback learning (PeFL) The quantitative performance comparison with other methods.

User study on both generation quality enhancement and inference acceleration.

Ablation study

(a) (b)
A1. The effect of PeFL in structure optimization (SOLO) and style alignment (VGG-16) with corresponding perceptual models.

A2. The selection of the hinge coefficients 𝛼_𝑑 for different aesthetic dimensions. The discrepancy also highlights the necessity of 

decoupled design.

A3. PeFL also succeeds in optimizing multiple aspects at the same time. Here, we incorporated the style and structure optimization 

objectives simultaneously, and they do not hurt the effectiveness of each other.

[1] SOLO: Segmenting Objects by Locations. European Conference on Computer Vision 2020 A4. UniFL is superior in inference acceleration with 2-8 steps, and still inferior in single steps.
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