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1. Background

• Domain shift widely exist in various 

TS applications → Unsupervised 

Domain Adaptation

• However, the power of existing UDA 

methods heavily depends on the 

network capacity

* Image from Junguang Jiang, Ximei Wang, Mingsheng Long, and Jianmin Wang. Resource efficient domain adaptation. In Proceedings of the 28th ACM 

International Conference on Multimedia, pages 2220–2228, 2020.

• Model complexity vs. Constrained Resource

Higher DA 

performance

Complex network 

architecture

• Expensive 

computational and 

storage cost;

• High power 

consumption

Resource 

limited 

devices

Deployment



2. Related Works

• Existing solutions: Integrate Knowledge Distillation into UDA framework

➢ Transfer the cross-domain knowledge from Teacher to Student 

➢ Simultaneously addressing domain shift and model

• Issues of existing solutions:

➢ Limited network capacity of student, challenging to capture the fine-grained 

pattens in data as teacher

➢ Teacher’s knowledge on individual target samples may not be always reliable



3. Proposed RCD-KD (Reinforced Cross-Domain Knowledge Distillation) 

❑ A domain discriminator for 

domain-invariant knowledge 

transfer via ℒ𝐷𝐶

❑ A reinforcement learning-

based module to learn optimal 

target sample selection policy 

for robust knowledge 

distillation via ℒ𝑅𝐾𝐷 

❑ Two criteria to evaluate 

teacher’s knowledge on target 

sample: Uncertainty 

Consistency and Sample 

transferability



4. Key Components in RL-based Target Sample Selection Module

❑ Action 𝑎𝑘
𝑖 ∈ 0,1  : select or not select the 𝑖-th target sample at training step 𝑘

❑ Reward 𝑟𝑘 =  𝛼1 ∗ ℛ1⨁ℛ2 − 0.5 + 𝛼2 ∗ ℛ1⨁ℛ3 − 0.5 , where ⨁ is exclusive-or

❖ Boolean Function ℛ1 = (𝑎𝑖 == 1): whether the target sample 𝑥𝑖 is retained or not

❖ Uncertainty Consistency Reward: whether the student have the same uncertainty level as the 

teacher for the target sample 𝑥𝑖 in a batch. ⨀ is exclusive-nor operation. 

ℛ2 = (ℋ𝑖
𝑆 >

1

𝑛𝑏
σ𝑗=1

𝑛𝑏 ℋ𝑗
𝑆) ⨀  ( ℋ𝑖

𝑇 >
1

𝑛𝑏
σ𝑗=1

𝑛𝑏 ℋ𝑗
𝑇) 

❖ Sample Transferability Reward:  Whether the target sample 𝑥𝑖 is much easier for the student 

to learn compared to others. 

ℛ3 = (𝐷𝑖 <
1

𝑛𝑏


𝑗=1

𝑛𝑏
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𝑇||𝑞𝑖

𝑆)

❑ State 𝑠𝑘 = [𝐹𝑘
𝑆 𝑥1

𝑡𝑔𝑡
, … , 𝐹𝑘

𝑆 𝑥𝑛𝑏

𝑡𝑔𝑡
] : Feature representation from student’s feature extractor F.



4. Algorithm for RCD-KD



4. Optimization of DDQN

• Two streams in DDQN: State-value 𝑉 𝑠; Θ𝐶 , Θ𝑉  and  
Advantages 𝐴(𝑠, 𝑎; Θ𝐶 , Θ𝐴)

• Estimated 𝑄-values with online network 𝒬 parameterized 

with Θ = {Θ𝐶 , Θ𝑉 , Θ𝐴}

• Target 𝑄-values with duplicated network 𝒬′ parameterized with Θ𝑞
−

• Update Θ𝑞 with the Huber loss between estimated 𝑄-values and target 𝑄-values

• Update Θ′ with 



5. Experiments - Setup

❑ Total 4 datasets across 3 different time series tasks.

• UCI HAR: human activity recognition (i.e., walking, walking upstairs, walking downstairs, standing, laying and sitting)

• HHAR: human activity recognition (i.e., biking, sitting, standing, walking, walking upstairs and walking downstairs)

• FD: rolling bearing fault diagnosis, classify bearing health status (i.e., healthy, artificial damages, damages from accelerated 

lifetime tests)

• SSC: sleep stage classification, identify subject’s sleep stage (i.e., wake, non-rapid eye movement stage, rapid eye movement 

stage) 

❑ Consider each subject (for HAR and SSC ) or operation condition (for FD) as an independent domain, test different 

transfer scenarios. 



6. Benchmark with UDA methods 

9

How well does the student perform when directly applying UDA methods on it? 



6. Benchmark with KD-based DA methods 

10



7. Ablation Study: Different T-S pairs and Teacher Generation

11

❑ Different T-S pairs ❑ Different Teacher Generation



7. Ablation Study: Reinforced Sample Selection Ablation

12



7. Ablation Study: Computational Complexity

13



Thanks for your time!
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