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Background

• Under practical lightweight scenarios, the complex interaction of deep image 
feature extraction and similarity modeling limits the performance of these 
methods, since they require simultaneous layer-specific optimization of both two 
tasks.

• We observe that the SwinIR-light (termed as Base) models exhibit significant 
similarities (CKA) in projection layers.



Contribution

We propose UPS, an effective decoupled SISR optimization framework, to address 
the challenge of simultaneous layer-specific feature extraction and similarity 
modeling for lightweight SISR.

UPS simplifies the similarity optimization process by learning a layer-invariant 
projection space.It leads to effective aggregation and improved performance, even 
with reduced model capacity and less training samples

UPS demonstrates the good generalization ability for unseen data, such as noisy 
image and depth map SR.



Method

Previous Swin Transformers perform layer-specific feature extraction and projection space optimization .

Instead, UPS adopt a global and unified projection space optimization while keeping the layer-specific FE 
optimization.



Method

Algorithm Illustration

We highlighted the key difference of existing Swin-transformers and our proposed UPS.
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Quantitative 
Comparison



Experiments

Qualitative Comparison



Experiments

Ablation Studies

• Analysis of several UPS-S models with different projection groups

• Impact of different similarity calculation methods



Extension

• Extension on other image restoration problems (Denoising)

• Generalization comparison between baseline model and UPS (Depth Map SR)
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