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Motivations

OOD Generalization
for ST Prediction Spatial

Temporal Distribution shift over time series（distribution shift）

Model transfer across cities （inter-city transfer, …）

Remote sense Trajectory Road sensor Traffic accident

A unified model for fast transfer, fine-tuning on different 
tasks of the same ST domain is highly required !

✓ Common ST associations 

for cold-start and challenging tasks

✓ Without re-training model

for a different task

Task-guided 
Model Evolution

Green ST 
computing

Multi-task intelligence

➢ Exploring ST Intelligence across Tasks



Challenges & Solutions

➢ Challenges for ST Task Learning

❖ How to capture commonalities 

among tasks ？

❖ How to utilize commonalities and 

personalities to enhance each 

individual tasks and new tasks ？

Traffic volume 

model
Traffic speed 

model

Road risk 

alert model

➢ Data patterns are correlated

➢ Models are isolated, not shared and interactive

➢ Cold-start challenges for new tasks

Task 1

Task 5

Task t
Learning 

in circle
…

Task 3

✓ Cross-interaction of different 

dimensions of data

✓ Capture the model behavior through 

rolling training, and decouple the 

common/individual patterns



Continuous Multi-task SpatioTemporal (CMuST)

Temporal-Context

Spatial-Context

Multi-dimensional, multi-perspective 

spatial and temporal interaction

More informative and 

dimension-level 

relations encapsulated
Ability to capture common dependencies 

on data dimensions across tasks

Task personality profiling based on 

data reconstruction

Model behavior modeling,

decoupling task-level

common patterns

Task-specific fine-tuning

Task 1

Task 5

Task t

…
Task 3

➢ Rolling Adaptation (RoAda)

➢ Multi-dimensional Spatio-Temporal Interaction (MSTI)

𝑃𝑇k

load
task k

refinement

including

predict 

Task-specific refinement phase

➢ ST Intelligence for Task Continuous Learning

Region A

Region B

Traffic changes over the same time period



ST Traffic 

common model

Fine-tune

Traffic volume 

model
Traffic speed 

model

Road risk alert 

model

Collective intelligence

Error decreases

Model M of 

continuous evolution 

Continuous Multi-task SpatioTemporal (CMuST)

Temporal-Context

Spatial-Context

➢ Rolling Adaptation (RoAda)

➢ Multi-dimensional Spatio-Temporal Interaction (MSTI)

➢ ST Intelligence for Task Continuous Learning

Region A

Region B

Traffic changes over the same time period



Experiments

➢Datasets

◼ NYC: Includes three months of crowd flow and taxi hailing

from Manhattan and its surrounding areas in New York City.

Tasks: Crowd In, Crowd Out, Taxi Pick, and Taxi Drop.

◼ SIP: Contains records of Traffic Flow and Traffic Speed within

Suzhou Industrial Park over a period of three months.

◼ Chicago: Comprises of traffic data collected in the second

half of 2023 from Chicago, including three tasks: Taxi Pick,

Taxi Drop, and Risk.

➢ Comparison with existing ST models

➢ Experiment Design

➢ Single-task learning: Treat different task sets as separate 

datasets to train and test the models respectively, train 5 times 

and take the average results.

➢ Multi-task learning: Align the features of different types of

data in the same city into the same graph, and concatenates

the data features for training the model.



Experiments & Conclusion

➢Robustness in data-scarce scenarios ➢ Visualizing attention weights

➢ Performance with task increasing

Reducing part of the spatial nodes, as well as 

extending the time interval to reduce the number of 

samples, to investigate the robustness in challenging 

with limited data.

➢ Contributions

✓ The first continuous multi-task spatiotemporal learning framework, 

reinforcing individual correlated learning task in collective 

perspective.

✓ Propose two innovative learning modules, MSTI and RoAda, 

enabling common and individual pattern extraction.

✓ Construct multi-task ST learning benchmarks for three cities.



Thank You for Listening
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