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Freeform, gesture based illustration

Goal: Markerless, hardware-agnostic framework for hand motion-based 
illustration.

Task: Generate visually coherent and aesthetic sketches directly from hand 
motions captured with a simple RGB camera.
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Local artifacts: jitters, stroke-wise distortion, random spikes

Structural artifacts: sketch-level distortion, incorrect stroke size, misplacement

False strokes: entering/exiting canvas, transition between strokes, hesitation

Representing input artifacts with augmentations



Ground truth sketch Augmented ground 
truth sketch

Example result from 
hand tracking
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Input: Noisy input image, prompt: “A black and white sketch of a <noun>”.

- ControlNet: input image is structurally identical to the desired output

Output:  Original, undistorted sketch.

Recovering original sketch from chaotic input

Hand tracking result and generated image, reference image



Hand Motion Data Collection

Clips from synthetic (left) and real (right) hand motion datasets

Synthetic: Animated in Unity, guided by Quick, Draw! dataset: 50 categories, 100 
videos each

Real:  Human user attempts to replicate samples from Quick, Draw! dataset: 50 
categories, 10 videos each











Generations on unseen categories from Quick, Draw! dataset.



Generations on TUBerlin dataset



Generations on models with a subset of augmentations applied.



Generations on models with a subset of augmentations applied.



Generations on models with a subset of augmentations applied.



Sketch auto-completion for partially removed and wholly removed strokes

Generation with specific line specifications (color, thickness)
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