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Multi-Norm Adversarial Robustness

l∞ robust != lp (p = 1,2) robust
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Multi-Norm and Accuracy/Robustness Trade-offs

Multi-Norm tradoffs 

=> Logits Pairing

Accuracy/robustness tradeoff

=> Gradient Projection

Key tradeoff: l∞ - l1
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RAMP: Logits Pairing

Observation: Fine-tune a lq-AT model on lr examples reduces lq robustness 
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RAMP: Logits Pairing

Solution:  Regularize lq, lr logits on correctly predicted lq subsets via KL loss

Combine with MAX-style loss
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RAMP: Gradient Projection (GP)

Observation: Natural training (NT) can help adversarial robustness
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RAMP: Gradient Projection (GP)

Solution: Find and combine useful components of NT with AT via GP

Layerwise 
operations
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Experiment Result: Robust Fine-tuning

RAMP obtains better union accuracy and accuracy-robustness tradeoff
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Experiment Result: Varying Epsilons

RAMP consistently outperforms other baselines when key tradeoff pair changes 

l1 - l2
 Tradeoff l2 - l∞

 Tradeoff
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Experiment Result: Universal Robustness

RAMP shows best universal robustness
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Thank you!

Code: https://github.com/uiuc-focal-lab/RAMP 

Contact information: enyij2@illinois.edu

Full paper
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https://github.com/uiuc-focal-lab/RAMP

