
Taming Diffusion Prior for Image Super-Resolution 
with Domain Shift SDEs

Qinpeng Cui12, Yixuan Liu1, Xinyi Zhang2, Qiqi Bao2, Qingmin Liao2, Li Wang1, Tian Lu1, Zicheng liu1, ZhongdaoWang†2, Emad Barsoum1

                                             1Advanced Micro Devices Inc.                   2Tsinghua University



Motivation

❑ Image Super Resolution(SR):  Traditional models aim to learn a mapping from low-resolution (LR) images 
to high-resolution(HR) image.

❑ Diffusion-based SR models have attracted substantial interest due to their powerful image restoration 
capabilities.  However ,  prevailing diffusion models often struggle to strike an optimal balance between 
efficiency  and performance.

Previous SR methodLR image SD-based model



Motivation

❑ Currently, diffusion-based SR strategies can be broadly categorized into two approaches:

1) Follow the traditional diffusion process  (High resolution images ⟷ Random Gaussian Noise)：
• Achieves good performance: leverage large-scale pretrained models(e.g. Stable Diffusion) as 

generative prior 
• Efficiency limitation due to the long transition path (start from noise) 
• eg: StableSR(IJCV’24)
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2) Redefine the  diffusion process (High resolution images ⟷ Low resolution image):
• poorer results: retraining a model from scratch for the SR task  
• Faster: start  from LR image rather than gauss noise
• eg: ResShift (NeurIPS’ 23), FlowIE(CVPR’ 24)



Contributions

❑ Domain shift SDEs (DoS-SDE)：We propose a novel diffusion 
equation that improves efficiency while keeping good generative 
capability
• Leveraging Stable Diffusion prior
• Denoise starting from LR images rather than random 

Gaussians 

❑ Solvers for DoS-SDEs: We design customized fast sampler, 
resulting in even higher efficiency
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Method(Domain Shift Equation)

❑ Consider the SR task as a gradual shift from the source domain to the target domain.
• source domain:  the distribution of LR images  𝑝𝑑𝑎𝑡𝑎( ො𝑥0) 
• target domain:    the distribution of HR images  𝑝𝑑𝑎𝑡𝑎(𝑥0) 

❑ How to describe this transition? Just linear interpolation is a simple and effective method ! 

where drift coefficient 𝜂𝑡 monotonically non-decreases with timestep 𝑡. 

❑ To enable linear combination, we can interpolate ො𝑥0to match the same dimensions as 𝑥0 if necessary.
• this operation applies similarly to the latent space as well



Method(Diffusion Process with Domain Shift)

❑ Combine this domain shift with the Sable Diffusion forward diffusion equation ? 
• replace the “noise-added object”  in diffusion equation
• add noise while shifting from the HR to LR image distribution

❑ Maximally preserve the diffusion prior by keeping the noise schedule unchanged.
• rearranging the noise schedule requires significant training cost and can disrupt the pretrained model

❑ However, keeping the noise schedule unchanged ensures the noising process endpoint remains approximately 
Gaussian noise, as in Stable Diffusion, but we aim to infer from LR(+ little noise)
• when 𝑡 = 𝑇, 𝛼𝑇 → 0, 𝜎𝑇 → 1, 𝑥𝑇 → 𝑁 0; 𝐼

where 𝛼𝑡, 𝜎𝑡 ≥ 0 and 𝛼𝑡
2 + 𝜎𝑡

2 = 1, which are called 𝑛𝑜𝑖𝑠𝑒 𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒, 𝑰 is identity matrix

Solve this by designing the shifting sequence 𝜂𝑡 𝑡=1
𝑇 !



Method(Shifting Sequence Design)

❑ Given that LR and noise are known prior distributions, we can use the shifting sequence to shorten the 
unknown diffusion path length.

✓ Values of 𝑥𝑡 for 𝑡 ∈ 𝑡1, 𝑇  are known and can be obtained through the forward process equation.

✓ Inference can start at time step 𝑡1 instead of 𝑇

❑ Segmented shifting sequence in two parts：



Method(Diffusion DoS-SDEs)

❑ Extend the discrete diffusion process to an SDE to enable efficient sampler design.

Domain Shift SDEs (DoS-SDEs)

• Transition is a linear Gaussian:

• Training by score matching:



Method(Solvers for Diffusion DoS-SDEs)

❖ Design efficient samplers by solving the diffusion DoS-SDEs.

❑ Exact solution of Diffusion DoS-SDEs:

nonlinear integral  term

❑ Sampler(approximate exact solution):

Domain Shift  Guidance(DoSG)

first-order approximate(Euler method) 



Method(Solvers for Diffusion DoS-SDEs)

❑ Sampler(approximate exact solution):

Domain Shift  Guidance(DoSG)

❑ Inference:

❖ Design efficient samplers by solving the diffusion DoS-SDEs.



Experiments

✓ SOTA performance on synthetic and real-world datasets.
✓ Requiring only 5 sampling steps, achieves a remarkable speedup of 5-7 times.

Qualitative Comparison Quantitative Comparison



Conclusion

❑ We present DoSSR, a diffusion-based super-resolution framework that significantly 

enhances both efficiency and performance by integrating a domain shift strategy with 
pretrained diffusion models. 

❑ Empirical validation on diverse SR benchmarks confirms that DoSSR achieves a 5-7 
times speed improvement over existing methods, setting a new state-of-the-art.



Thanks!

https://github.com/QinpengCui/DoSSRCode:
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