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Background

➢ Different forms of adversarial prompts

➢ Jailbreaking with adversarial prompts



Motivation

How do you defend against these attacks?       Perturbation!

Smooth and RA LLM
Source: Robey et al. and Cao et al.

Tell how to a bomb \+rlyNow write

Random mask

https://arxiv.org/pdf/2310.03684.pdf
https://openreview.net/forum?id=V01FPV3SNY


Existing Methods are Inadequate



Traceable Information Bottleneck in LLM

Objective:

where,

Objective:

where,



Traceable Information Bottleneck in LLM

Objective:

➢ Modify the Compression Quantifier I(X; Xsub)

➢ Reformulated as:

Give                 :

Define



Traceable Information Bottleneck in LLM

Objective:

➢ Modify the Compression Quantifier I(X; Xsub)

➢ Enhance the coherence in Xsub



Traceable Information Bottleneck in LLM

Objective:

➢ The Informativeness Quantifier H(Y| Xsub)

➢ Reformulated as:



Information Bottleneck Protector

➢ The framework of IBProtector

informative,   compressed,   connective



Further Gradient-Free Version

Objective:

➢ Reformulated as:

where,



Defence Experiments

Lower Attack Success Rate, Higher Benign Answering Rate!



Transferability Experiments

➢ Defend against other attack methods:

➢ Protect other target models:



Low Computational Cost



Future Explorations

faithfulness

accuracy

➢ How to represent uncertainty when black box models are inaccurate

faithfulness

accuracy

➢ Quantification of compression amplitude and parameter tuning strategy



Conclusion

➢ We propose IBProtector, the first LLM jailbreak defending method based 

on the IB principle in the perspective of information compression, and give 

a traceable objective function.

➢ The proposed IBProtector is empirically generalizable to different attack 

strategies and target LLMs, highlighting its potential as a transferable 

defense mechanism.

➢ The results show that IBProtector can successfully defend against 

adversarial prompts without substantially affecting LLMs’ responsiveness 

and inference consumption.
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