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Background

• One form of logical consistency.
• Specified in moral scenarios.
• Metric:

Jang et al. BECEL: Benchmark for consistency evaluation of language models. COLING 2022.
Jang et al. Consistency Analysis of ChatGPT. EMNLP 2023.
Scherrer et al. Evaluating the moral beliefs encoded in llms. NeurIPS 2023.
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• Extract moral beliefs encoded in LLMs.
• 680 high-ambiguity moral scenarios: No action is preferred.
• 687 low-ambiguity moral scenarios: One action aligns with human.

Symmetric Moral Consistency:

MoralChoice Dataset:



Evaluation Diagram

3



Primary Results
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tSMC Framework

Relative Bias:       Mitigated Consistency:
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Two-step process:
• Calculate relative bias corresponding to the characteristics of position and 

selection biases.
• Calculate the mitigated consistency score based on the relative bias and its impact 

in different settings.



Relative Bias Score

• More concentrated in low-ambiguity moral scenarios. 
• More dispersed in high-ambiguity moral scenarios.
• Llama-2-13b and Llama-2-70b are alike.

Low-Ambiguity Moral Scenarios High-Ambiguity Moral Scenarios
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Results
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• Poor consistency scores under high-ambiguity moral scenarios.
• Crucial for LLMs under moral dilemma.
• tSMC’s mitigation effectiveness in high-ambiguity moral scenarios.



Confidence Score

• Measure certainty of LLMs’ decisions.
• phi-2 shows low confidence in both moral scenarios.

Low-Ambiguity Moral Scenarios High-Ambiguity Moral Scenarios
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Confidence Score vs. Consistency Score

9

• Confidence scores reflects the model’s certainty in its responses.  
• Consistency scores indicates the model’s ability to provide coherent judgements.
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