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Introduction: Learning with Noisy Label with Vision Foundation Model

• The fine-tuning paradigms of vision foundation models (a and b) have both advantages and disadvantages when trained on noisy data

• The proposed fine-tuning paradigm, CUFIT, consists of one linear probing and two adapters to combat noisy labels during the training stage.

Low noise rate
→ Adapter is better than LP

High noise rate
→ LP is better than Adapter
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Method: Curriculum Fine-tuning (CUFIT) 
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Method: Curriculum Fine-tuning (CUFIT) 
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Method: Curriculum Fine-tuning (CUFIT) 
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Experiment
Previous methods of LNL
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Discussion
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Conclusion

• Based on the insight that linear probing is robust to noisy label samples and adapter can generalize well with a few 
clean samples, we propose CUFIT, a Curriculum Fine-tuning paradigm for Vision Foundation Model for multi-class 
medical image classification. 

• CUFIT utilizes three modules: a linear probing module and two adapters, to combat noisy labels during training stage. 
Specifically, CUFIT trains each module with filtered data in following order: linear probing → intermediate adapter → 
last adapter.

• Experiments demonstrate that CUFIT significantly improves the performance of VFMs in the presence of noisy labels 
for medical image classification. Also, we validate that CUFIT works well with various architectures showing that the 
method is model-agnostic.
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