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Background
Learning common forgery clues without overfitting to the specific one 

Recently advanced methods take only non-DL synthetic faces 
(Blendfake) during training, e.g. SBI and BI.  Actual Deepfake 
training data is excluded.

BI (Blend Image) SBI (Self-Blend Image)



• General without specific forgery clues

• Harder samples than deepfake, making 

the detector more sensitive.

Observation



Are deepfake faces actually worthless for detector training?

They should include extra useful information.

• General without specific forgery clues

• Harder samples than deepfake, making 

the detector more sensitive.

Observation



Basic Idea

• Unorganized latent-space distribution

• Fail to disentangle the learned representation.



Basic Idea

• Real->Blendfake->Deepfake is a continuous progressive process.





Method (ProDet)
OrientedContinuous Transition

Forgery Attributes Accumulation represents Oriented Separated Anchoring



Experiments: Comparison



Experiments: Ablation Study



Experiments: latent-space organization 

Toy

T-SNE



Conclusion

• Reversing a stereotype in research community, that is, deepfake 
is left behind during detector training.

• Proposing to leverage the progressive transition from Real-
>Blenefake->Deepfake.

• Designing ProDet to effectively simulate progressive transition 
with superior generalization ability. 
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