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Motivation

Two-level misalignment:
(a) task misalignment: caused by the discrepancy between the pre-training 
objectives of CLIP and the objectives of downstream tasks.
(b) data misalignment: inconsistency exists between the training and testing 
data. 

There exists a two-level misalignment between CLIP and downstream tasks, 
which hinders its adaptation to these tasks.

 (a) A motivating example of
 task misalignment.

 (b)  A motivating experiment
on data misalignment



Problem Analysis

Confounder: the set of task-irrelevant generative factors that are incorrectly retained

Front-Door Adjustment:

Figure. Structural Causal Model.



Causality-Guided Semantic 
Decoupling and Classification

Visual-Language Dual Semantic Decoupling
• Visual: data augmentations
• Language: 

Figure Framework of CDC.



Causality-Guided Semantic 
Decoupling and Classification

Decoupled Semantic Trusted Classification

Figure Framework of CDC.



Evaluation
• Compared to 

the baseline 
method MaPLe 
with base-to-
new setting

• The cross-
dataset 
generalization



Conclusion

• We identify the two-level misalignment in adaptation of CLIP. 

• We develop a Structural Causal Model and discover the 
confounder which hinders the estimation of true causal 
relationships between new samples and their categories. 

• Empirically, CDC outperforms state-of-the-art methods on 
multiple experimental settings.
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